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Figure 1: Word cloud of author keywords from all the papers in our corpus

ABSTRACT
Given the renewed attention on politics, values, and ethics within
our field and the wider cultural milieu, now is the time to take
stock of social justice research in HCI. We surveyed 124 papers
explicitly pursuing social justice between 2009 and 2022 to better
reflect on the current state of justice-oriented work within our
discipline. We identified (1) how researchers understood the social
justice-relevant harms and benefits, (2) the approaches researchers
used to address harm, and (3) the tools that researchers leveraged to
pursue justice. Our analysis highlights gaps in social justice work,
such as the need for our community to conceptualize benefits, and
identifies concrete steps the HCI community can take to pursue
just futures. By providing a comprehensive overview of and reflec-
tion on HCI’s current social justice landscape, we seek to help our
research community strategize, collaborate, and collectively act
toward justice.
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1 INTRODUCTION
“If you have come here to help me, you are wasting
your time, but if you have come because your liberation
is bound up with mine, then let us work together.” —
Aboriginal activists group, Queensland, 1970s

The field of Human-Computer Interaction (HCI) is envisioning
and building a more socially just future. There has been incredible
growth in the area of social justice, as evidenced by the proliferation
of justice-related terms and studies (e.g., racial justice, design justice,
feminist studies, decolonial HCI, andmore). At CHI 2022, where this
project began, there were several workshops focused on collectively
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imagining what justice could look like in HCI research [12, 114, 179].
The keynote from Dr. Kishonna Gray urged us to “pay attention
to minority voices” and look for “precursors” to harm [78].1 There
is a strong drive from within our community of technologists and
researchers to move forward with equity and care.

Still, there is a disconnect between our future intentions and
the field’s current state. The disconnect is present because, as a
field of practice and scholarly research, HCI does not have a shared
understanding of how to work toward justice. This is evidenced by
our ongoing discussions and reflections on our own and broader
communities’ ethical, scholarly, design, and research practices. For
example, scholars have raised concerns about extractive practices
when collaborating with community partners [119, 173], about
who is cited [104], and about our review systems favoring authors
with more privilege [57]. Junior researchers across many campuses
have organized due to precarious living situations [99, 186, 196,
197] and, at the time of writing, many authors and reviewers are
boycotting CHI 2024 [84]. We see these ongoing discussions as a
sign of healthy and vibrant engagement with questions of justice.
While our intentions toward justice are clear, we have some work
to do in our scholarly and designerly practices and within our
academic and professional systems. There is an opportunity to
think more deeply about the horizon we are working towards and
how we might take steps towards it [54].

The need for deepening our understanding of social justice is
called out by Bellini et al.: “there appears little critical discussion
around what is meant by the justice inherent to social justice, despite
there being calls to adopt such a lens” [12]. These definitional tensions
reflect the vibrancy of our ongoing conversations and indicate our
discipline’s commitment to the area and practice. We do not believe
that HCI requires a single, coherent, unified definition of justice.
Still, there is work to be done in our discipline as we strive towards
justice. It is challenging to understand where our field should go
without understanding where we are. What are our goals as a field
when conducting such work? What commitments do we make?
What practices do we espouse? What strategies can we use? How
does a new researcher get started? Without a shared understanding,
we limit our opportunities to reflect, collaborate across the field,
strategize, and take collective action.

In this paper, we seek to understand how HCI research currently
engages with concerns relevant to social justice so that we might
better identify harm, acknowledge potential consequences, and
work towards better futures. We review 124 full papers to under-
stand (1) the landscape of harms and benefits that are currently
being addressed, (2) the strategies researchers are taking to pursue
justice, and (3) the tools researchers use to support thoughtful and
equitable research processes. We contribute a set of key consid-
erations that researchers can use to investigate justice-oriented
questions and concerns and a discussion of directions the HCI
community can take to address gaps and move towards more just
futures. We hope this work sparks imaginations and seeds new
ideas about how to support social justice work in HCI.

1Looking for precursors to how our sociotechnical systems can be used to perpetuate
societal harms and create new injustices allows for prevention instead of only reaction.

1.1 About our framing
To understand how contemporary HCI researchers conceptualize
social justice, we planned to investigate how researchers explain
and define social justice. We were surprised to find little explicit con-
versation of justice. Instead, we commonly found descriptions of the
harms that require justice and social change, including marginal-
ization, exploitation, oppression, and vulnerability. Uncovering how
authors considered dimensions of social justice, including these
harms and benefits (Section 4) and what level researchers acted
on (Section 5), became the focus of our work in understanding
how HCI researchers conceptualize social justice work. In doing
so, we captured how authors in HCI pursued justice by reacting to
problems of social injustice and the core tools they used to do so
(Section 6).

We were conflicted in taking this approach. Centering injustice
in this review could reduce people to the issues they face, lead-
ing future researchers into the trap of the deficit view [49, 168] or
damage-centered design [183, 198]. We are further hesitant to use
this framing as we do not want to implicate all authors within our
corpus as reproducing harmful deficit or damage-centered narra-
tives. At the same time, harm can serve as an entryway to begin
considering social justice issues and measuring the impact of so-
ciotechnical systems. Future research agendas can engage with
injustice while focusing on joy, care, and wholeness [88]. With this
work, we elevate the harms and injustices our community works
to rectify, as well as the concerns plaguing certain historically
marginalized groups.

2 BACKGROUND
2.1 Turning Towards Justice in HCI
In this section, we share a trajectory of social justice work in HCI to
demonstrate how the field’s core concepts relevant to justice have
evolved. As early as the 1980s, HCI adopted Participatory Design
from Scandinavian workplace environments to democratize design
practice and strengthen end-users’ influence on system develop-
ment [26]. Participatory design emerged as a response to unilateral
decision-making by management and made commitments to “re-
balance power and agency” in the workplace [5]. Building on this
work and recognizing a need to incorporate value commitments
into the design process more intentionally, Friedman introduced
Value Sensitive Design in 1996 [73]. While Friedman did not focus
explicitly on questions of injustice, early work examined bias in
workplace systems and found that biased computer systems can
be “difficult to identify let alone remedy because of the way that
technology engages and extenuates them.” Friedman and colleagues
concluded that “biased computer systems are instruments of injus-
tice” and that “freedom from bias” should be amongst the select few
values considered when evaluating computer systems [74].

As HCI moved beyond traditional workplace environments, HCI
scholars showed increased interest in addressing complex social
problems such as those concerned with economic and social de-
velopment and environmental sustainability [54]. Early work in
this area, however, promoted individual narratives of behavior
change [50], technological progress at the cost of political and so-
cial sustainability [59, 89], and disempowering models of charity
[54, 79, 152]. For example, some ICTD projects which aimed to
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Figure 2: Increasing Number of Papers Using the Term "Social Justice" in HCI Publication Venues from 2009-2023. There were
no papers before 2009 found.

support socioeconomic development internationally were critiqued
for viewing “poverty” as a thing to fix [54, 64, 89] and “perpetuat-
ing already-uneven economic relations by transforming individuals
into consumers” [54, 59, 89]. Critical scholars argued that without
attending to system-level factors such as the distribution of power
and privilege, design risked reproducing and perpetuating harm
[40, 54]. Lin et al. asserted that HCI’s tradition of building “useful”
things was particularly insidious because it masked various forms
of violence and social injustice behind narratives of progress [119].

Since the 2010s, HCI scholars havemore explicitly taken up social
justice as an orientation to doing HCI work (See Figure 2). Dom-
browski, Harmon, and Fox describe social justice as an approach
that attends to the “ways that individuals experience oppression, in-
cluding how benefits, burdens, obligations, power, opportunity, and
privilege have been (in)equitably distributed within society” [54].
When related to HCI, an approach to justice often means a con-
cern for how systems of “oppression, such as racism, sexism, ableism,
ageism, classism, and so on, impact people’s experiences with tech-
nology, information, and design” [53]. When doing this work, HCI
scholars have turned to different strands of justice, such as Disabil-
ity Justice or Transformative Justice [12]. These strands challenge
complex systems of power and oppression and offer visions of
more equitable futures. For example, Transformative Justice is a
community-based form of justice developed by the LGBTQ+ com-
munity that centers on healing, accountability, and the transforma-
tion of harmful structures as a response to state-sponsored violence
[51, 127]. Disability Justice interrogates how disability is conceptu-
alized in order to advance inclusion and equity for disabled individ-
uals [88, 97]. Bellini and colleagues refer to these various strands of
justice as “mosaics” because while distinct, they are “tightly inter-
connected” and “demonstrate the complex patterned nature of social

justice HCI” [12]. A focus on social justice in HCI often refers to a fo-
cus on the complex pattern of marginalized experiences, identifying
systematic oppression and pressures, and identifying new, prefigu-
rative futures. HCI scholars have proposed various frameworks to
explore the role design can play in helping us move towards these
mosaics or visions of justice. Irani and colleagues, for example, in-
troduced postcolonial computing as an orientation to design work
that centers the role that “global power, wealth, economic strength,
and political influence” play in shaping cultural encounters in “the
developing world” [89]. We discuss more about these frameworks
as a tool for pursuing social justice in Section 6.

While the HCI community is having encouraging conversations
about justice, they remain surprisingly disparate [12]. Independent
progress is being made within separate strands of justice, mak-
ing it challenging to build shared understandings and learn from
one another. It is a great time to reflect on the current landscape
and consider how we might want to move forward as a scholarly
community. This paper reviews how relevant scholarship describes
and engages with justice-oriented concerns. We identify the harms
and benefits currently being addressed, the strategies researchers
employ to address injustice, and the tools they use to support justice-
orientedwork. Collectively, these offer us a set of key considerations
with which to think about social justice in HCI.

2.2 Conceptualizing Systems of Power
Social justice work requires attention to the broader social and
political systems that produce injustice because technology often
embeds and reproduces these systems. Black feminist scholar Patri-
cia Hill Collins introduced the Matrix of Domination to examine
how society structures power. Collins conceptualized race, class,
and gender as interlocking systems that shape the lived experiences
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Figure 3: The intersecting Axes of Oppression as adapted by [158] from Morgan’s Axes of Oppression [135]

of Black women and other intersectional identities [36]. Collins
also explains that individuals experience and resist oppression on
three levels: the personal, the communal, and the institutional [36],
which we will further unpack in the findings section.

Black feminist legal scholar Kimberlé Crenshaw introduced In-
tersectionality as a theory in 1989 [41]. Yet, as Rankin and Thomas
acknowledge [155], Intersectionality’s history originates before
Crenshaw. The Combahee River Collective Statement is often ac-
knowledged as one of the first recorded discussions of Intersection-
ality [35]. Crenshaw discusses how those with multiple marginal-
ized identities experience oppression as an additive, compounding
phenomenon rather than a singular, disconnected phenomenon. In-
deed, “the intersectional experience is greater than the sum of racism
and sexism, so any analysis that does not take intersectionality into
account cannot sufficiently address the particular manner in which
Black women are subordinated” [41].’ The idea has picked upmomen-
tum within academic and activist circles. For example, Disability
Justice activists list intersectionality as their first and primary prin-
ciple, along with a refrain from poet activist Audre Lorde: “We do
not live single issue lives” [88].

Morgan, a gender studies scholar, developed the Axes of Op-
pression in 1996. The axes visually represent how systems of op-
pression privilege some identities and oppress others [135] (the
top half of Figure 3 radially displays identities that hold power
and privilege while the bottom half displays identities that have
the potential to be oppressed due to the systems of oppression,
such as racism and ableism). Privilege and oppression are unevenly

distributed amongst individuals and communities based on their
position within the axes of oppression. Morgan writes that this
position is “simultaneously a locus of our agency, power, disempower-
ment, oppression, and resistance” and shares the necessity for “both
awareness and honesty with respect to our own positioning on the
various axes of this grid” [135].

Systems of power are intertwining and additive in ways that
make it challenging to see, engage with, account for, or attempt to
remedy the unequal distribution of benefits and harms that they
produce [40]. By focusing on lived experiences of benefits and harm,
we deepen our understanding of how systems of power manifest for
individuals and populations. Furthermore, scholars have noted that
a focus on the lived experience “is a useful way to establish what is
meant by harm, and indeed in gauging or deciding ways to measure
it” [27]. In this paper, we examine the distribution of benefits and
harms as a way to conceptualize and do the work of justice.

3 METHODS AND CONTEXT
3.1 Data Collection and Analysis
To develop our corpus, we collected articles that explicitly discussed
“justice.” We built on Bellini et al.’s observation that the many mo-
saics, or strands, of justice“demonstrate the complex patterned nature
of social justice HCI” [12]. Bellini et al. list five such mosiacs: ci-
tational justice [104], research justice [3, 113], disability justice
[88], restorative justice [203], and environmental justice [126, 164].
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Building on this insight, we created a search query by concatenat-
ing these five mosaics with four others that we are familiar with
as HCI researchers: transformative justice [51, 127], reproductive
justice [160], economic justice [4], and racial justice [101, 171]. We
searched the ACM Full Text Collection using this initial query,
selected a random 20% of the resulting set, and iteratively added
search terms as they appeared in this subset. We identified six ad-
ditional mosaics (structural justice [131], distributive justice [156],
information justice [128], intergenerational justice [132], language
justice [106], design justice [40]) and searched the ACM Full Text
Collection using this final query in February 2023:

“social justice” OR “racial justice” OR “disability jus-
tice” OR “restorative justice” OR “citational justice”
OR “research justice” OR “environmental justice” OR
“transformative justice” OR “economic justice” OR
“reproductive justice” OR “structural justice” OR dis-
tributive justice OR “information justice” OR “inter-
generational justice” OR "language justice" OR "design
justice"

We acknowledge that this list is not exhaustive. During the
coding process, we came across additional mosaics that were not
included in our final query, including mob justice [177], testimonial
justice [151], and hermeneutical justice [151]. Furthermore, we
found that terms such as “marginalization” and “oppression” were
commonly used in justice-focused research but were not included in
our query. Our approach only captures research that clearly labels
itself as social justice-oriented, and while this is a limitation of this
survey, we were able to identify a meaningful number of papers
that nevertheless provide valuable insights.

To bound the corpus to a manageable size that still covered topics
across HCI, the research team chose to restrict our search to four
keystone conferences: CHI, DIS, UBICOMP, and CSCW. While we
acknowledge that justice-related conversations are happening in
many different venues, we believe the four chosen venues cover
the breadth of research in HCI and capture our core conversations
2. We further excluded papers if the primary goal of the work was
not justice-oriented. Papers were excluded from the corpus based
on four criteria:

(1) Justice was discussed strictly by participants (e.g., as a par-
ticipant quote).

(2) The justice-related term was used strictly as an example (e.g.,
“...representation, beauty, language, self-transcendence, subjec-
tivity, creativity, interpretation, identity, self-determination,
and social justice, among others” [7])

(3) The justice-related term was only used in the discussion or
conclusion as a direction for future work rather than as a
goal of the current paper.

(4) The justice-related termwas used without a discussion of the
“ways in which people experience oppression and marginaliza-
tion” [53]. For example, ICTD papers that lacked a discussion
of colonialism or marginalization were excluded.

103 papers were removed due to one or more criteria, and 36 bor-
derline papers were flagged for review. Borderline papers were dis-
cussed during weekly team meetings, and decisions about whether
2To capture a broad overview of HCI, we did not include domain-specific venues (i.e.,
FAccT, ASSETS, VIS, etc.).

to include or exclude were made by consensus. Our final corpus
included 124 total papers, 93 from CHI, 22 from DIS, 8 from CSCW,
and 1 from Ubicomp, which spanned the years 2009 to 2022. We
have attached a complete citation list of all publications in our
corpus in Appendix B. An overview of the corpus can be found in
Appendix A: corpus at a glance.

Four members of our team went through three rounds of coding
to ensure consistency across the corpus. In the first round, we coded
10% of the corpus. For each paper, four authors independently coded
the paper and met weekly to discuss challenges and necessary
changes to the codebook. In the second round of coding, we tested
the codebook on another 10% of the corpus where each paper was
independently coded by two of the first four authors. Our iterative
process helped us refine our questions and address the most salient
factors. In our final round of coding, all 124 papers in the corpus
were independently coded by at least one of the four first authors.
The final set of codes collected for each paper included: (1) the
title, author, year, publication venue, and contribution type; (2) the
problem statement; (3) where or if the paper explicitly called out
justice; (4) frameworks employed; (5) methods; (6) participants; (7)
the type of oppression addressed by the paper (guided by the Axis
of Oppression); (8) the approach used by the researchers to resist
oppression; (9) the material benefits to the participants; and (10)
self-disclosure, reflexivity, or positionality statement.

Guided by Braun and Clarke’s approach [23], we then conducted
a reflexive thematic analysis. Reflexive thematic analysis is an ap-
proach to analyzing data that acknowledges and “fully embraces the
subjective skills the researcher brings to the process” [23]. Through
the screening, data extraction, and analysis processes, the first four
authors kept independent memos to note questions, reflections, and
insights. The notes in these memos, particularly those involving
edge case papers, seeded rich conversations during weekly team
meetings over five months and helped evolve our understanding of
the corpus. We analyzed our final set of codes inductively, where
each researcher took two or three of the ten codes listed above and
analyzed them using affinity diagramming. We used weekly team
meetings to gather feedback on our analysis, share insights, discuss
alternative interpretations, and ultimately settle on the core themes
reported below.

3.2 Positionality
Our driving motivations behind this paper stemmed from our col-
lective interest in understanding how best to pursue socially just
aims in our own work and positioning that work within the broader
context of social justice in HCI. As community members, we have
been inspired by the changes occurring in our field. We wanted to
write a love letter to the community highlighting our progress and
making room for more. As individuals who care deeply about the
uptake of justice, we hoped to orient ourselves and others to the
many discussions in our field.

Our team consists of eight researchers, four graduate students,
and four faculty members across six academic institutions in the
United States. Members of our team have struggled with the effects
of marginalization in a multitude of contexts as researchers and
beyond. We are each pursuing social justice research in different
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contexts, including civic technology, community activism, work-
place technologies, mental health as well as race and disability.
Some of us were more comfortable with taking on the identity of
being a social justice researcher, while others were coming to terms
with framing their work in that manner.

We are each a part of the HCI community which we have sur-
veyed. Several authors wrote papers that were included in our
corpus. Additionally, we knew many of the authors in our corpus
as colleagues, which may have influenced how we perceived their
work.

Recent calls from within the community have been made to
avoid CHI 2024 in Hawaii based on a history of colonialism, over-
tourism, environmental degradation, and the recent devastation in
Maui [84]. Our decision to submit to CHI this year was not taken
lightly. While our team members have chosen to withhold several
other publications, we struggled with the irony of withholding a
social justice paper in this context. The call to support Hawaiian’s
desires highlights our community’s need to contend with justice. It
is a reminder that we are part of a system that can be harmful to
communities and perpetuate power imbalances. We also weighed
the professional impact on our careers and academic pursuits as a
blended group of junior and senior researchers, some of whom felt
pressured to publish as early-stage professionals. The professional,
political, and ethical tensions around publishing illustrates the po-
tential precarity of enacting justice-oriented work for those with
less privilege.

Throughout this project, we grappled to understand the current
state of social justice research and its practices. In the following sec-
tions, we share how our field conceptualized social justice through
harms and benefits, explain how researchers approached change
on multiple levels, and show some concrete tools they used.

4 HARMS AND BENEFITS
“Most design processes today therefore are structured
in ways that make it impossible to see, engage with,
account for, or attempt to remedy the unequal distri-
bution of benefits and burdens that they reproduce.” -
Sasha Costanza-Chock, activist, researcher and de-
signer [40]

In this section, we map conditions of injustice that authors re-
sponded to by sharing how authors discussed: (1) the form of harms
and benefits, (2) who is being harmed and who benefits, and (3)
where researchers locate the cause of harms and benefits.

While conducting this analysis, we found that authors dispro-
portionately framed their work around harms rather than benefits.
While 102 out of 124 papers included a discussion of harm in their
paper’s introduction, only 34 included a discussion of benefits,
which remained limited even when included. Even though there
was limited data on benefits in our corpus, each aspect of harms
and benefits introduced in this section includes a discussion of how
benefits were brought to light.

4.1 Harms & Benefits Addressed
4.1.1 Forms of Harm. In order to identify what forms of harm are
being addressed by HCI researchers, we turned to zemiology, the
study of social harms [27, 85]. Zemiology emerged from critical

criminology as away to highlight the range of harms experienced by
society that extends beyond those that are caused by crime. Canning
and Tombs provide a provisional typology of social harms, which
we use to understand the lived experiences of injustice that are
addressed by the papers in our corpus [27]. The typology included
physical harms, psychological and emotional harms, financial and
economic harms, cultural harms, harms of recognition, and harms
of autonomy. In addition to their typology, we have included en-
vironmental harms, which was a category addressed by several
papers in our dataset and reflects HCI’s nascent turn to non-human
impacts of computing [21, 120, 166]. A full description of each cat-
egory, along with examples of how these harms appeared in our
corpus, can be found in Table 1. In line with Canning and Tombs, we
emphasize that these categories of harm are not mutually exclusive,
but rather, are complex, interrelated, and synergistic.

In our corpus, researchers paid the most attention to recognition
harms, referring to one’s ability to engage in society (n=45), and au-
tonomy harms, referring to blocked capacities and self-actualization
(n=43). The attention to these two forms of harm reflects a broad
interest in the field of power, identity, and access. While recognition
and autonomy harms are important and require extensive attention,
other forms of harm have been understudied. Less attention was
given to environmental harms (n=8) and cultural harms (n=3). The
lack of discussion around these forms of harm indicates a dearth of
language for talking about lived experiences under environmental
and cultural turmoil. Colonialism, despite being widely addressed
within our corpus, was often related to recognition harms, contend-
ing with identity aspects of colonialism. “Harm that arises through
the destruction or undermining of particular cultures or ways of being”
[184], and “harms that result by the imposition of a particular culture”
[27] were rarely attended to in the framing of social justice work.
In addition, we observed little attention to environmental harms,
particularly harms that impact non-human individuals, including
animal and plant life and broader ecologies. Without explicitly
naming these harms, we constrain our discussion of environmental
justice to a human-centered one.

Many papers also carefully attended to the complexity of harm.
Of the 102 papers that included a discussion of harm in the introduc-
tion, 52 discussed multiple interrelated forms of harm. For example,
Lu et al. contributed a rich description of the ways surveillance
manifested in forms of psychological and emotional harms (student
feelings of discouragement and embarrassment), harms of recog-
nition (reducing students actions to misbehavior), and autonomy
harms (penalizing students, especially students with disabilities) in
the classroom context [122]. Additionally, we found cases where
one form of harm contributed to harm of a different form. Harms
associated with racial profiling highlighted the possibility for recog-
nition harms to produce physical harms in the form of injury or
even death. Bosley et al. argued that technological solutions and
design interventions in policing “are often rooted in the continued
racial profiling of poor and socially marginalized communities” [22].
In this case, racial profiling, a harm of recognition, combined with
structural police violence, met to create physical harms that dispro-
portionately impacted poor and socially marginalized communities.
We encourage authors in HCI to continue to attend to rich, complex
accounts of the many forms that harms take.
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Table 1: Examples of each form of harm found in our corpus. Definitions are based on
Canning and Tombs’ typology [27]

Category Definition Num Examples
Physical
harms

Injury, illness, or death 24 police brutality [22], domestic violence [12, 34], “suboptimal vaccina-
tion” [45], “lives lost due to violence” [176], “increase in diet -related
diseases, as well as rising hunger and malnutrition rates” [153], “phys-
ical or bodily injury or harm, including gun violence that results from
conflicts between individuals or groups” [58]

Psychological
and Emotional
Harms

Psychological states or
emotional impacts of trau-
matic events or ongoing
distress.

29 “added emotional and cognitive burden of teaching otherwise well-
meaning supporters about the nature of their experiences” [181], “dam-
aged social and self-esteem” [201], “impair the psychological well-being
of human moderators ” [170], harassment [25, 48, 154, 177, 201]

Financial and
Economic
Harms

Monetary harms that affect
individuals, households, or
wider communities.

20 “barrier to getting a job” [190], “hidden fees and social media gamifica-
tion strategies that compel unwanted financial risk” [42], wage theft
[194], “overproduction and free trade agreements flood and destroy
local markets of developing and developed countries alike” [153], “low
wages, and lack of hazard pay,” [170]

Cultural
Harms

Destroy, undermine, or im-
pose a particular culture

3 “Influence of the dominant cultures in shaping the global trends of
visual design” [134], Ubicomp’s colonial impulse [56]

Recognition
Harms

Reduced, distorted, or
negatively impact people’s
ability to engage in society.

45 criminalization and stigmatization [174], “stigmatized topic of men-
strual health” [70], “sidelined or erased the roles, experiences, and
contributions of people of color” [24], “Asian Americans and Pacific
Islanders (AAPIs) are perceived as the “model minority” with a mono-
lithic identity,” [55], “Colonial tropes characterizing certain people as in
need of enlightenment, civilization, and development” [89], “othering
or erasing non-binary respondents” [92], “marginalize the viewpoints
of people with complex communication needs.” [109]

Autonomy
Harms

Reduced capacity, opportu-
nities, or potential for self
actualization

43 “inequitable access to basic human rights (e.g., health care, education,
housing, employment opportunities)” [145], “excluded from accessing
care” [149], “impede disabled people’s already limited access to public
space” [14], “work is often invisible or not valued” [44], “lacking in
some aspect of digital access” [147], “limiting Native American individ-
uals’ potential for political engagement through digital means.” [189],
“taboos generated by the marginalization of women directly inhibit
speech and information seeking” [110],

Environmental
Harms

Arise from human interac-
tion with other species and
the natural environment.

8 “local air pollution” [11], “Sea-level rise” [167], “urban heat” [105], “un-
sustainable food system, air pollution, contribution to climate change,
loss of biodiversity, and low animal welfare.” [153]

Careful attention to forms of harm is important because forms
of harm frame problems of social injustice. Shifting the problem
frames we use to conceptualize social injustice shifts howwe pursue
social justice. Pei and Crooks, for example, argued that approach-
ing the digital divide as a problem of distributing digital access
constrains the solution space and ignores the social inequalities
that root technical disparities, ultimately failing to produce equity
[147]. Framing the digital divide as an economic harm or a harm of
recognition as opposed to a harm of autonomy produced a different
understanding of the experience of digital connectivity and im-
plied an alternative solution space. Thinking about how we frame
problems, including their interrelated and additive dimensions, can
illuminate new perspectives for thinking about social injustice and
the approaches we use to address it.

4.1.2 Forms of Benefit. Mirroring the discussion of harms, papers
in our corpus also discussed benefits. The ability for technology
to broadcast information and capture attention was discussed as a
benefit of recognition, an ability that afforded power and increased
the ability for individuals and groups to engage in society [129, 141].
In addition, it was widely recognized that technology has the poten-
tial to increase access to information [17] and resources [143, 159]
– benefits of autonomy. Other forms of benefits, such as positive
health outcomes [86], financial benefits such as employment [157],
and psychological and emotional benefits like feelings of safety
[34] were also referenced in our corpus.

Discussions of benefits, however, remained limited. A common
pattern was to acknowledge that technology produced benefits and
then identify the limitations of that technology that also produced
harm. For example, Tuli et al. discussed how menstruation trackers
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benefit people who menstruate by facilitating a better understand-
ing of one’s body, avoiding stigma around staining, and providing a
resource for natural birth control [188]. However, the same systems
contributed to the medicalization and control of menstruating bod-
ies. These examples illustrate a pattern in the discussion of benefits
in our corpus: they emphasize the positive potential of technology
while critiquing elements of its current form.

4.2 Who is Harmed and Who Benefits
4.2.1 Who is Harmed. Harms are not experienced evenly across
populations; they disproportionately affect those on the periphery
of power. 67 of 124 papers named a clear group that experienced
disproportionate harm (see Table 2).

The majority of papers in our corpus discussed single-axis iden-
tities. Researchers most commonly focused on working identi-
ties as well as social identities. Social identities such as gender
[34, 44, 110, 129, 188], race [22, 24, 55, 58, 181, 182, 189], and ability
[14, 17, 109, 168] received significant attention, while there was
less attention on the challenges that trans and nonbinary people
[72, 77, 80], LGBTQ communities [75], and older adults [108, 140]
face. Papers which focused on people’s working identities primarily
discussed invisible work, such as that done by artists and crafters
[157], mothers [123], and health workers [10, 187], and hazardous
work, such as that done by content moderators [170] and sex work-
ers [174–176]. Many marginalized identities have received little
attention from social justice researchers in HCI. Some examples
include indigenous people, unhoused people, non-citizens, people
with large body sizes, and religious minorities.

Only 17 of 124 papers in our corpus discussed harms related
to intersectional identities [41]. In this category, we included pa-
pers that addressed how the distribution of harms manifests across
multiple factors of identity. Attention to intersectional identities in
social justice work is important because it often reveals uniquely
felt forms of harm. For example, Kirabo et al. explore the unmet
transit needs of disabled people in Kampala, Uganda, which do
not match the unmet needs of disabled people in countries that
are better represented in HCI literature. This mismatch frequently
leads accessibility interventions designed in the Global North to fail
when implemented in the Global South [100]. As another example,
Musgrave and colleagues explore the unique form of harassment
experienced by Black women online [138].

This imbalance replicates the findings of a systematic review
of identity in CHI between 1982-2016, which found that research
during this time tended to address a single facet of identity at a
time rather than intersectional identities [163]3. All 17 papers in our
corpus that addressed intersectionality were published after 2018,
and 11 of these were published between 2021 and 2022, indicating
a growing response to the lack of intersectional analysis observed
in 2017. Overall, intersectional identities remain understudied in
the context of social justice work.

4.2.2 Who Benefits. Opposite to those who are harmed on the
Axes of Oppression (see Figure 3) are those who are privileged. In
our corpus, it was rare for papers to engage with those who benefit

3Work in HCI relating to intersectionality has been critiqued for failing to cite and
recognize Black women researchers as well as its true origins (also discussed in Section
2.2) [155]

from social structures. One exception was authors who sought to
change the behavior of the privileged and the powerful. For ex-
ample, Luckoff et al. aimed to promote paternal engagement in
family life via technological cueing, addressing labor imbalance by
gender in families by increasing the amount of labor performed by
men [123]. Any paper in our corpus that focused on the behavior
change of researchers (via developing better methods, etc.) similarly
engaged those who are in positions of power [92, 111]. Another
exception occurred when authors in our corpus spoke of the un-
even distribution of harm and benefit between groups. Matias et al.
highlighted howmale voices receive more attention than females in
social media, resulting in silencing women’s voices [129]. Corbett
and Loukissas set up a clear dichotomy between the gentrifiers and
the gentrified: the distinction between which is rooted in systems
of power that distribute privilege and power among dimensions
of class and race [39]. While these examples showcase researchers
moving towards engaging groups that receive social and material
benefits, many questions remain. How do benefits contribute to the
perpetuation of social injustice? Can those benefits be distributed
more evenly? How can groups that benefit be engaged in working
towards social change? More work is needed to understand the role
technology can play in engaging the powerful and the privileged
in concerns of justice.

4.3 Sources of Harms and Benefits
4.3.1 Sources of Harm. 70 out of 124 papers included an explicit
explanation for why harm is occurring. Authors located the harm
within sociotechnical systems (n=19), processes of design, research,
and making (n=19), and social and political structures of oppression
(n=35). Full descriptions of each category, along with examples of
how they appear in our corpus, can be found in Table 3.

The most common explanation of harm was broader social and
political systems of oppression (n=35). Felice et al. identifiedmenopause
as a matter of social justice due to the “intersecting gender- and age-
based marginalization that people going through menopause still
experience” [33], and Musgrave et al. explain that “Online harass-
ment relies on underlying hierarchies of power, privilege, and dis-
crimination based on characteristics like sex, race, and gender” [138].
These explanations situate the causes of harm not in technology
but rather in social and political systems and, ultimately, a histories
of oppression.

19 papers identified sociotechnical systems as a source of harm.
For example, Lu et al. detailed how the key affordances of ClassDojo,
a behavioral management technology, contributed to harm around
surveillance and threats to student privacy [122] and Whitney et
al. discussed how the public is excluded from decision-making by
closed-code algorithms which limit “public participation and over-
sight” [191]. In this case, the lack of transparency in algorithms and
their interfaces contributed to exclusion, a harm of (the lack of)
recognition. In each of these examples, researchers paid close atten-
tion to how specific design choices contributed to harm. Further-
more, there is awareness and acknowledgment that sociotechnical
systems encode broader systems of oppression- many papers point
to the ways that technology “embeds, enables and enacts” systems
of oppression [149, 181].
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Table 2: Examples of populations or groups of people that were identified as experiencing harm in our corpus

Analysis Definition Num Examples
Single axes Examines harms to a group

of people based on a single
identity characteristic

50 Women [34, 129], Women experiencing menopause [110], “Non-
cisgender” [72], “Transgender and non-binary people” [80], “Transmen”
[77], “BIPOC (Black, Indigenous, People of Color)” [181, 182], “Black
and Brown communities” [22, 24], “Black and Latino/a/x communities”
[58], “Asian Americans and Pacific Islanders (AAPIs)” [55], “Native
American Individuals” [189], “People with disabilities” [14], “People
with disabilities and specifically vision impairments” [17], “People with
ADHD” [168], “Individuals with health conditions (e.g., stroke, cancer,
abuse, depression) that affect their ability or willingness to engage
alongside researchers and verbally express themselves.” [109], “Older
adults” [46, 108, 140], “Youth” [63], “Students” [122, 162], “Sex workers”
[174–176], “Home health aides” [10, 187], “Crafters” [157], “Content
moderators” [170], “Migrants” [165], “Refugees and migrants” [103]

Intersectional
Analysis

Examine harms to a group
of people with attention
to the way that multiple
identity characteristics in-
tersect

17 “Black women and femmes” [138], “Low resourced job seekers, specif-
ically those with neither social networks nor digital literacy” [190],
“Persons with disabilities from the Global South” [100], “Women in the
Global South” [177, 178]

19 papers in our corpus identified processes of design, research,
and making as a source of harm. In presenting a framework for
social justice-oriented interaction design, Dombrowski et al. ar-
gued that “explicit engagement with social justice can help guard
against” the tendency to “design for the status quo,” which “often
leads to the re-entrenchment of problematic inequalities and power
relations” [54] and Spiel et al. argued that “Technology research for
neurodivergent conditions is largely shaped by research aims which
privilege neuro-normative outcomes” and characterize ADHD expe-
riences as disruptive [168]. This set of papers focuses on the role of
researchers and designers in causing harm.

The corpus demonstrates a clear awareness of the links between
different explanations of harm. In the 70 papers that gave expla-
nations of harm, we saw thoughtful links between sociotechnical
systems, the processes of design, research, and making that shape
them, and the broader social and political systems they operate
within. Musgrave et al., quoted above arguing that online harass-
ment is rooted in a long history of discrimination in the US, go on
to explain that “These historical trajectories are important for contex-
tualizing online harassment not as a contemporary issue caused by
technology, but as existing structural inequalities that are boosted and
bolstered by technology.” We hope to see HCI researchers continue
to engage with this complexity, even as they focus their work on
addressing harms located at these different sites. When we discuss
harm without identifying the source, we absolve ourselves of re-
sponsibility for contributing to harm and obscure the possibility of
alternative futures. We encourage authors to be diligent about ex-
plaining how harm occurs and to be thoughtful in choosing where
they want to have an impact.

4.3.2 Sources of Benefit. 15 of the 34 papers that included benefits
discussed benefits as produced by technology. For example, virtual
reality has created new opportunities to “present, express, and experi-
ment one’s identity” [72], assistive technology has increased “access

to information and participation on social media,” [17] and sales
platforms like Etsy have provided opportunities for employment
[157]. Despite awareness of the potential for technology to cause
harm, there remains optimism within the field about the positive
potential of technology.

The 19 other papers that included benefits either did not ex-
plain the sources of those benefits (10 papers) or the source of the
benefit did not clearly fit into the framework we used to organize
sources of harm (9 papers). There was a range of benefits that came
from various social practices, including street outreach work [58],
conversation facilitation tools [87], paternal involvement in hetero-
sexual parenting [123], civic engagement [90], and education [161].
More work is needed to unpack sources of benefit and examine the
ways in which they may be fundamentally different from sources of
harm. It is especially important to understand systems, structures,
and processes that allow some to benefit from harm to others, as
these systems are key in the continuation of harm.

5 APPROACHES TO PURSUING JUSTICE
“...people experience and resist oppression on three levels:
the level of personal biography; the group or commu-
nity level of the cultural context created by race, class,
and gender; and the systemic level of social institutions.
Black feminist thought emphasizes all three levels as
sites of domination and as potential sites of resistance.”
[36] -Patricia Hill Collins, Black Feminist Sociologist

We turn to Patricia Hill Collins to understand the levels at which
HCI is resisting oppression [36]. Collins emphasizes that oppres-
sion is not limited to one level but operates at multiple levels si-
multaneously, and by recognizing how oppression manifests at the
individual, community, and systemic levels, we can develop more
effective strategies for resistance. Our corpus shows researchers
pursuing justice at all three levels, sometimes independently and



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Chordia, Baltaxe-Admony, and Boone, et al.

Table 3: Examples of how authors in our corpus explained why the harm was occurring

Source Definition Num Examples
Sociotechnical
Systems

Authors explain how the
particular features or affor-
dances of a sociotechnical
system contribute to harm

19 “As crucial responsibilities are increasingly transferred to computer
systems, however, systems of public consequence are “black boxed”
by closed-source code, security-by-obscurity policies, outsourcing to
private companies, or simply closed door agency processes that ex-
clude public participation and oversight.” [191], “AI-powered analysis
of faces, bodies, and associated data” [15], “Apps are being imbued
with their designers’ interests, opinions, biases and assumptions about
self-care.” [169], “The biometric point of sale (POS) machine in the
administration of food security in Indian’s public distribution system”
[137], “ClassDogo...popular digital intervention for classroom manage-
ment” [122]

Processes
of Design,
Research, and
Making

Authors explain how meth-
ods or approaches to de-
sign, research, or making
contribute to harm

19 “HCI is increasingly working with ‘vulnerable’ people, yet there is
a danger that the label of vulnerability can alienate and stigmatize
the people such work aims to support.” [75], “Research aims which
privilege neuro-normative outcomes.” [168], “The incorrect assumption
that knowledge produced is applicable to all genders when the data only
justifies generalization to one gender group.” [142], “Community based
participatory research” [37], “researchers working with marginalized
communities” [113], “community based research” [111], “Rushing to
build and deploy AI systems, without first examining the knowledge,
needs, and perceptions of the paraprofessional workers that will be
expected to operate these systems within marginalized communities”
[144], “Neoliberal design logic” [38]

Social and Po-
litical Systems
of Oppression

Authors locate the cause of
harm in broader systems of
power

35 “Structural racism, classism, patriarchy, and other systems of oppression
have rendered breastfeeding a luxury good, more easily accessible
to privileged families.” [86], “Domestic work is visible or invisible
in a society due to many cultural, social and conventional factors.”
[44], “Legacies of structural racial inequity.” [42], “Rooted in violent
inceptions from the human trafficking and exploitation of Africans
and subsequent economic and social inequality and discrimination.
These historical trajectories are important for contextualizing online
harassment not as a contemporary issue caused by technology, but
as existing structural inequalities that are boosted and bolstered by
technology.” [138]

interdependently. Here, we discuss the strategies researchers use
to pursue justice at the individual, community, and systemic levels.

5.1 Individual
At the individual level, people experience harm due to relationships,
individual experiences, and personal beliefs [36]. Researchers in our
corpus explored how sociotechnical systems can shift individual
experiences of harm by influencing interpersonal relationships or
individual belief systems. For example, some researchers investi-
gated the role technology can play in shifting personal dynamics in
interpersonal relationships. Dhaundiyal examined the distribution
of domestic labor in India during the COVID-19 lockdown and pro-
totyped a tool that makes the invisible work done by women more
visible to the rest of their families [44], thereby mitigating the harm
of recognition. This tool was designed to “initiate discussion among
the family members that could break the cycle of continued gender
inequalities.” Sultana et al. also designed a tool to support women
who are victims of online harassment. This tool captures evidence

of the harassment and empowers them by providing authenticity
and credibility to their claims [177].While underexplored in our cor-
pus, these examples demonstrate the role that technology can play
in building awareness about the inequitable distribution of power
between individuals. We also saw a very small number of studies
(n=3) where researchers used technology to support victims in cop-
ing and sense-making in the aftermath of a harmful experience,
reducing psychological and emotional harm. To and colleagues
used novel prototypes to explore the role ICTs can play in helping
BIPOC individuals cope and respond to racist micro-aggressions
[182]. Similarly, Dimond and colleagues explored how online story-
telling can help individuals make sense of a traumatic experience
[48]. Studies at the individual level represent what Collins refers to
as changes to the “individual consciousness,” an important site of
resistance [36]. Approaches targeting the individual level were the
least represented, making up less than 10% of our corpus. There is
an opportunity for HCI to explore further the ways technology can
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shift experiences of harm at the individual level by building aware-
ness, supporting reflection, and educating processes that change
how we think about ourselves and each other.

5.2 Community
Each individual is a member of certain groups based on their factors
of identity. Those groups have their own cultures, norms, histories,
knowledge, and social institutions. People experience harm at the
community level when the group’s knowledge, norms, and ways
of being are oppressed or controlled [36]. Researchers working at
this level surfaced how sociotechnical systems can contribute to
such oppression or serve as a tool for resistance [40]. Approaches
targeting the community level were the most represented in our
corpus, appearing in over half of the studies. Researchers often
sought to understand how a specific technology does not work
for a certain community. For example, Bennett and colleagues ex-
plored how smart scooters and autonomous delivery robots create
obstacles for those with disabilities [14], an autonomy harm, and
Cunningham et al. investigated the ways that mobile banking ap-
plications inequitably serve Black communities [42], a financial
and economic harm. We also found examples where researchers
asked a specific community about their experience of harm, healing,
and joy online and the design interventions they would like to see
[138, 201]. Additionally, researchers highlighted examples of com-
munities self-organizing and using technology to pursue justice.
In contrast to research exploring technology’s role in supporting
or oppressing groups of people, this work sought to understand
how communities are already adopting and appropriating social
technologies to further their own visions of justice. This included
understanding how older bloggers are combating ageism online
[108] and the way that Venezuelans are using Facebook to barter
for basic needs in a troubled economy [61]. While these studies
were less common in our corpus, they demonstrate a bottom-up
approach to doing community-level justice work. Instead of asking
what HCI researchers can do for the communities we work with,
bottom-up approaches sought to identify and amplify the work that
is already being done by these communities.

5.3 Systemic
When Patricia Hill Collins discusses oppression at the systemic
level, she specifically discusses formal organizations such as educa-
tional institutions, which “represent the dominant groups’ standpoint
and interest” and subjugate others to those interests [36]. Fortu-
nately, we saw many examples of researchers problematizing ex-
isting knowledge, frameworks, and methods used within HCI. For
example, Dourish and Mainwaring critiqued ubiquitous comput-
ing, highlighting how colonialism is entwined with “how we think,
how we talk, and how we work” [56]. Pei and colleagues illustrated
how the “digital divide framework” perpetuates inequity by ignor-
ing startup, maintenance, and affective costs accompanying digital
access. Researchers also discuss structural challenges in the prac-
tice of research and how, for example, community-based research
can be extractive and constrained by the funding and timelines
of academia [37, 113]. Researchers working at the systemic level
introduced new methods and frameworks that centered the view-
points of historically marginalized groups. For example, Lazar and

colleagues introduced “making” as a method that can center the
viewpoints of people with complex communication needs [109]
and Chen and colleagues introduced “trauma-informed computing”
to better account for the role that trauma plays in people’s interac-
tions with technology [29]. At the systemic level, a rich amount of
critical and generative work is helping us as a community question
our epistemologies and reflect on alternatives [8]. Next, we discuss
specific tools that researchers used to pursue this work.

6 TOOLS FOR EQUITABLE PROCESSES
“For the master’s tools will never dismantle the master’s
house. They may allow us temporarily to beat him at his
own game, but they will never enable us to bring about
genuine change.” [121] - Audre Lorde, Black feminist
lesbian activist and poet

Researchers further their social justice goals throughout many
stages of their research projects. Throughout our corpus, we ob-
served that researchers’ considerations of justice extended beyond
a project’s topics or outcomes and into the process and methods.
The methods researchers chose can be reviewed in Appendix A.4.
To capture why they were chosen, we included a code to capture
any “commitments” to social justice made through methodological
choices. A commitment occurred any time the project’s methodol-
ogy was explicitly bound to a social justice paradigm. For example,
a diary study might include a commitment to reflexivity. This code
garnered limited quantitative information as most papers did not
write about explicit commitments. Those we did collect showcase
the many considerations made throughout a project. These com-
mitments are not tied to qualitative or quantitative practices.

The most frequent commitments were direct engagement with
the community (n=11) and self-reflection (n=11). The second most
common were those having to do with team roles. These commit-
ments included having researchers participate as members of the
community of interest (n=6) and taking on participants as collab-
orators (n=6) (which may serve to reduce power dynamics (n=3)
or empower participants (n=3)). We also saw commitments to en-
gaging with complexity in difficult topics (n=2), making space to
support participants and researchers with those difficult topics
(n=4), and commitments to care (n=2) throughout the process.

In the remainder of this section, we elevate three tools researchers
employ to accomplish such commitments to social justice. Though
there are countless tools, we chose three which we believe to be
a good starting point for researchers interested in making their
process more just. We cover how projects within our corpus use re-
flexivity, directly reward participants, and employ justice-oriented
lenses.

6.1 Reflexivity: An Individual Level Tool
Since the 1970s, design scholars have turned towards reflexivity to
navigate the “fragile encounters” between designers and participants
[69]. HCI is embedded within larger systems of power and capital,
and reflexivity allows designers to reflect on how these systems
shape their research and relationships with participants. 48% (n=59)
of papers in the corpus included reflexivity statements in dedicated
sections or disparately throughout the paper. In this section, we
discuss the information included in these statements and how it
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enabled researchers to grapple with their individual roles within
larger systems of oppression.

63% of the papers that included reflexivity statements discussed
researchers’ membership or the (mis)match between authors’
and participants’ identities. This involved researchers sharing their
race, gender identity, sexual orientation, education status, ability,
language, nationality, and class. Consistent with prior work, mem-
bership alignment afforded authority to the data collection and
analysis process [117]. Authors often pointed to areas where mem-
bership was aligned. For example, in their investigation of “harm,
healing, and joy among Black women and femmes on social media,”
Musgrave and colleagues explain their decision to have “two Black
coauthors conduct the focus groups because of their shared identities”
[138]. They share that “the Black coauthors bring educational exper-
tise and lived experiences to how they approached the study design
and analysis” and that they “prioritized those over perceived norms
and expectations of a “typical” CHI paper or of the white-presenting
coauthor.” When membership was not aligned, authors most often
acknowledged that as a limitation. For example, Ismail and Kumar
share that “despite our sincerest attempts to understand and portray
the perspectives of women from the marginalized contexts where our
research is located, we acknowledge that our lived realities are starkly
different from those of our participants, and we can at best offer a
partial perspective,” [91] and Strengers and colleagues share that
“due to our own cultural positioning as WEIRD (Western, Educated,
Industrialized, Rich, and Democratic) society scholars, the scope of our
scenarios biased towards studies and interactions we have experience
with through our respective research areas, and should be read with
this perspective in mind.” [172]. In one instance, however, member-
ship misalignment served as an opportunity to continue learning.
Hope and colleagues share that because their team was “majority
white (4 out of 6 co-organizers), college-educated, cis-gender, and het-
erosexual”, they undertook personal work to educate themselves,
including forming an advisory board to serve as mentors and par-
ticipating in anti-racist training [86]. They share that this work was
“transformative in helping white members understand and confront
the ways racism, oppression, and other forms of white supremacyman-
ifest themselves.” This is an example of what Liang and colleagues
refer to as “personal work” [117]. Liang and colleagues caution that
the HCI community should not rely on reflexivity statements and
membership as a shortcut for validating (or invalidating) work with
marginalized people. Given the intersectional nature of oppression,
it’s unlikely that participants’ and researchers’ identities will match
completely. Instead, mismatches in researcher membership can
serve as opportunities to investigate and understand oppression in
its many forms.

41% of the papers that included reflexivity statements discussed
researchers’ previous experience with the community. Prior
work has noted the challenges of gaining access to marginalized
communities [111, 113], and researchers spoke about the multiple
hats they wore to build trust and gain access. This included roles
such as researcher/activist, researcher/ally, researcher/community
member, researcher/volunteer, and researcher/organizer. Many of
the reflexivity statements focused on the community-facing role.
For example, Chopra and colleagues describe how one of their co-
authors “lives within the neighborhood, engages with Green South
activities and is closely involved with the food growing community,

giving the researchers exclusive access, reliability, and convenient
recruitment of participants,” and Berns and colleagues describe how
the first author’s involvement as a researcher and a participant “was
helpful to gain access to the field. She could, for instance, contact an
acquaintance among the community volunteers who suggested some
participants for initial interviews” [18]. Fewer statements discussed
the challenges researchers faced in their academic-facing role. In
one paper, Leal and colleagues discuss the challenges related to
funding structures, citing practices, traditional metrics of success,
timelines, and expectations they face from their academic institu-
tions when doing community-oriented work [113]. They see the
act of sharing these tensions “as an act of care -an act of critique
because we care and because we want to initiate the change from
within.” While this discussion is largely missing from the papers in
our corpus, Leal and colleagues demonstrate that sharing the chal-
lenges community-oriented researchers face from their academic
institutions can highlight structural barriers within the academic
community.

The third most popular reflexive element was the authors’ po-
litical and ethical stances (observed in 25% of papers with a
reflexivity statement). Researchers in our corpus often made strong,
explicit commitments. For example, Chopra and colleagues shared
that they “align themselves with social justice and environmental
citizen-led movements driven through grassroots and feminist per-
spectives,” [31] and Brewer et al. align themselves “with other design
activists who value an explicit orientation to social justice goals” [25].
At the same time, participants did not always share these commit-
ments. Tseng et al. reflected that their vision for healthcare aides
“may not necessarily map onto those aides may pursue for themselves”
[187], and Battega et al. describe how when they presented digi-
tal commons alternatives, they received very little interest from
participants [19]. Chopra et al. made strong commitments to en-
vironmental and social justice but were disappointed to see that
participants “unwittingly replicate and reproduce some of these more
normative ways of imagining food futures,” including by suggesting
that “sustainability can be achieved through efficiency gains that
limitless technological advances and growth can provide” [31]. Okolo
et al. felt conflicted because while they “view HCI research from a
social justice-oriented design practice,” the community health work-
ers in India with whom they partnered shared sensitive personal
data of patients without their consent, raising questions about the
role of researchers as allies in culturally unfamiliar contexts [144].
While questions about negotiating value tensions between diverse
stakeholders are not new [73], social justice work raises new ques-
tions about the ethics of making normative political commitments
when working with historically marginalized communities.

6.2 Direct Support: A Community Level Tool
In human subjects research, researchers are asked to contend with
how their research may positively or negatively impact their par-
ticipants by institutional internal review boards (IRB) [66]. Beyond
the IRB process, harms and benefits produced by the research pro-
cess are generally not reported. Traditional HCI research has been
described as fundamentally extractive [113], and without attention
to how research processes produce benefits for participants, we
risk reproducing harm.
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In our corpus, we looked at how researchers provided benefits to
their community partners through direct support. Benefiting partic-
ipants was front of mind for some researchers: “the most important
component of the initial planning phase was that every interaction
we had with residents in the neighborhood had to result in some di-
rect benefit to the residents working with us” [167]. Overall, this
approach was rare. Ninety-four papers (76 percent of the corpus)
involved direct work with participants. Out of this subset, less than
half (n=39) discussed direct support that participants received from
engaging in research, while the remainder did not discuss any type
of support. We highlight this data point not to suggest that this
work is not happening but rather that it likely does not make it into
our research papers. Here, we draw attention to the many ways
researchers are directly supporting participants in the hope that it
sparks imaginations and provokes conversation.

• Custom Technology - Customized technology was the
most popular direct support seen in our corpus. Thirteen
papers provided custom technology to the participants or
partner organizations. While technology development does
not necessarily always benefit the participants or partner
organizations, we saw examples of technologies that were
developed specifically around participant needs and had
lasting impacts. For example, Farnham et al. provided “an
online blogging and networking site focused on helping youth
connect, collaborate, and take action around local community
issues” [63]. Dimond helped develop an online platform to
combat street harassment [48].

• Financial Compensation - Twelve papers explicitly dis-
cussed financial compensation. Tseng et al. compensated
participants $10/hour over the minimum wage “in recogni-
tion of their time and expertise” [187]. In one case, we saw
researchers pay participants who were teachers but not the
students who participated. We recommend researchers con-
sider compensation based on the value participants offer
to the research process rather than defaulting to minimum
standards. One way to do this, for example, is to offer all
participants a living wage.

• Programming- Nine studies organized or developed pro-
gramming for participants or community members. For ex-
ample, Okerlund et al. created programming for a university
maker space [143]. Nicholson et al. developed a program to
train older adults to become cybersecurity “guardians” who
could pass knowledge to others in their communities [140].
Kambunga et al. organized six workshops for youth to work
toward creating a museum exhibit [98]. Pei and Crooks held
drop-in iPad classes and an English as a Second Language
class. Their participants “benefited from practicing English,
making social connections digitally, and other online activities”
[147].

• Organizational Capacity Building - Six papers worked
within social movements or with community organizations
to help build capacity for political action or growth. This
included establishing symbiotic relationships between com-
munity organizations [161], building the capacity to better
advocate for themselves [191], building resources and skills
to lead or manage grant proposal development [111], and

more. Whitney and colleagues, for example, supported their
community partners to better advocate for themselves: “Our
HCI knowledge contributed to this struggle for democratic con-
trol over technology, but in ways that went beyond design, user
studies, or systems building. By analyzing legal and techni-
cal documents, we helped coalition members speculate about
the functions of the technology and the intention of company
and city that animated it. By creating “Slightly Dystopian”
demos, we began with the desire to demonstrate latent harms
but ended with new insights into the messy, material operation
of the streetlights API that proved politically consequential.
Finally, our report forged a tool with which coalition members
confronted the claims that the City had assembled a coali-
tion supportive of the streetlights, including business owners,
technologists, and environmental activists” [191].

• Emotional Benefits - At least4 five papers reported emo-
tional benefits. Bosley and colleagues organized workshops
and activities to support healing justice for their participants.
They share that the “practice of Healing Justice gave partici-
pants a safe space to discuss the impact of traumas like policing
and the ways healing could be integrated into their daily life”
[22].

• Other Types of Support - Five papers note other types of
support. Those include providing participants feedback on
how they did on research measures [124], providing access
to personal informatics [129], providing food [91, 200], and
creating digital archives on behalf of the community [176].
Ismail and Kumar provided benefits on a case-by-case basis
[91]. They note that their participants were “compensated for
their time and care when possible and appropriate as a token of
gratitude, such as with chai and snacks, sweets, mobile recharge
cards, and transportation costs, but their contributions to our
research cannot be measured in material terms.”

Other forms of support that were not included in our corpus but
that researchers might consider include sharing the use of physical
spaces for meetings, purchasing or sharing access to technology or
tools, and creating lasting infrastructure for the community by, for
example, writing purchases into grant proposals.

6.3 Justice-Oriented Frameworks: A System
Level Tool

We collected information on what frameworks authors used and
their motivations for choosing them. Frameworks are a valuable tool
to decenter dominant ways of thinking and highlight alternative
viewpoints. The authors in our corpus used a variety of frameworks
to foreground a population, a set of harms, or a specific set of values
that may otherwise be marginalized in design work. For example:

Rankin and Han use Intersectionality “as a framework
for inclusivity [value], positioning Black women gamers
[population] as legitimate members [implied harm of
recognition] of the gaming community.” [154]

We highlight this tool because applying a different framework
can fundamentally alter a project’s process and outcomes. The
4We did not always collect data on emotional benefits as some emotional benefits
were perfunctory and others were not clearly described (i.e., allowing participants the
chance to have a voice in technical research)
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framing used by Rankin and Han impacts the rest of their research
practice, including their study design. Instead of individual inter-
views or a survey, they organize game events for Black women
on campus as a site to gather data. This creates an intentionally
inclusive “social atmosphere for gaming.” They note that “Because
intersectionality invites the inclusion of those who are often silenced,
ignored or just invisible, the inclusion of marginalized populations
challenges the status quo.” This study design reifies Black women’s
“experiences are relevant within the gaming subculture” [154].

Researchers who used frameworks to foreground certain pop-
ulations often sought to center voices that have been marginalized
or excluded from that space. We most frequently saw feminism
applied in our corpus. Other frameworks that were used to fore-
ground specific populations included Intersectionality [41], Black
Feminism [180], Afrofuturism [195], crip technoscience [81], and
more.

Authors who used frameworks to foreground harmful condi-
tions often highlighted harms that the HCI community has over-
looked. Chen et al. use trauma-informed computing as a framework
because there is “no cohesive accounting of the role of trauma in
people’s interactions with technology and what, if anything, those
responsible for the design, deployment, and support of digital tech-
nologies should do to account for the potential effects of trauma” [29].
In another example, when doing research internationally, Corbett
and Loukissas share how they use post-development critique and
transnational feminist theory to attend to the “power inequities
between developers and target communities” [39].

A third set of papers used frameworks to foreground a set of
values or commitments. These papers discuss how a specific set
of values shapes their own positionality or the approach they take.
For example, Hope et al. share that, “our work within the design space
of breastfeeding has been guided by the epistemic and emancipatory
commitments of feminist HCI, which accounts for situated knowledges
and lived experiences and supports innovations that are imbued with
sensitivity to the central commitments of feminism—agency, fulfill-
ment, identity and the self, equity, empowerment, diversity, and social
justice” [86]. Berns and colleagues use a Community Economies
framework to embrace “interdependence” and the “commonality of
all beings” while also highlighting “marginalized modes of liveli-
hood that co-exist under the umbrella of mainstream economicmodels”
[18].

Researchers can also usemultiple frameworks in the same project.
For example, Spiel and colleagues use both interdependence and
crip technoscience to understand how technology research consid-
ers neurodivergence [168]. They use interdependence to encourage
“researchers to explicitly understand the resulting technological ar-
tifacts and implications as political,” and crip technoscience as a
framework for “centering disabled people as well as making commit-
ments to access, interdependence and disability justice.” Collectively,
these examples demonstrate how frameworks can help researchers
intentionally center marginalized populations, account for over-
looked harms, and provide value commitments that can guide the
research process.

7 DISCUSSION
In this review, we map the landscape of social justice research in
HCI as a basis for our field to reflect, collaborate, strategize, and take
collective action. We present the harms and benefits that practition-
ers investigate (Section 4), who they work with (Section 4.2), and
their reasons for intervening where they do (Section 4.3). We also
discuss the social levels where researchers can intervene (Section
5) and the tools they can use to do so (Section 6). In this discussion,
we first reflect on how we used these five key considerations to
review the field and how HCI researchers can leverage them in
future work (7.1). We then encourage the HCI community to attend
to what is under-researched (7.2), make concrete changes to better
recognize and reward social justice work (7.3), and shift towards
pursuing justice rather than responding to injustice (7.4). Moving
forward, the HCI community can take these steps to address gaps
in existing social justice work and move towards more just futures.

7.1 Key Considerations for Social Justice HCI
Within our community, it is not always clear what we, as HCI schol-
ars, mean by justice. We found that researchers used justice terms
in passing (see our exclusion criteria, Section 3.1) and that justice
was rarely defined explicitly (only 21 of 124 papers detailed what
they meant by justice). While we see this lack of standardization as
necessary and useful for intellectual work with a concept that en-
capsulates a wide range of concerns, topics, and lives, we also want
to highlight the key considerations that underlie existing social
justice research and can provide scaffolding for future work.

We identified five key considerations that can help researchers
frame social justice problems and decide how to approach them.
These are by no means an exhaustive list of the considerations
of justice but rather a set which we found valuable to work with.
There are three key considerations that can help researchers frame
problems of justice:

(1) harms and benefits
(2) who is harmed and who benefits
(3) sources of harms and benefits
The taxonomy of harms in Section 4 offers language for HCI

researchers interested in understanding the lived experiences of
injustice, the harms and benefits that individuals and communities
experience. Looking at who is harmed and who benefits from that
harm allows us to zoom out to view systems with multiple actors
and to contemplate power differentials within those sociotechnical
systems. Identifying sources of harm (such as research practices,
sociotechnical systems, and broad systems of oppression) allows us
to consider the various mechanics by which harms and benefits are
enacted. These three considerations can support HCI researchers
to explore and identify harms in their own work, question why
and how people accrue benefits, and interrogate the mechanisms of
how these harms come to be. Taken together, these considerations
offer a more complete picture of conditions of injustice along with
the mechanisms by which they persist.

While the first three considerations help researchers frame and
map critical issues, the last two can help researchers decide how
to address these issues. There are two key considerations that can
help researchers determine a path forward:

(4) site/s of intervention
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(5) tool/s for intervention

In Section 5, we build on the work of Patricia Hill Collins to
describe three sites of intervention. Importantly, one project might
take action at all three sites, depending on the tools used. Action
can be taken throughout the research process and does not have
to be solely represented by the final research outcome. Instead, re-
searchers might work towards justice in the forms of direct support
they offer and their everyday interactions with the communities
they work with. The set of tools discussed in Section 6 provide ex-
amples of ways researchers can enact justice through the mundane
choices they make throughout their research processes. By think-
ing about justice as a process, rather than an end goal, researchers
can intervene at multiple sites of action over the course of a single
project.

Using an article from our corpus, we now present an example of
how these five key considerations take form. We hope to illustrate
how they can be used in interpreting existing work and setting out
on new work. Spiel et al offer a critique of HCI approaches towards
ADHD in their paper “ADHD and Technology Research – Investigated
by Neurodivergent Readers” [168]5. They share that experiences and
behavior of folks with ADHD “are perceived as disruptive to neu-
rotypical standards of behavior,” and these individuals are rarely
invited to the table to co-construct technology. These are harms of
recognition and autonomy since individuals with ADHD are misrep-
resented and excluded from design and research. The people who are
harmed are participants, researchers with ADHD, and potentially
the broader public due to biased technology design. Standard HCI
research on ADHD benefits the researchers, medical practitioners,
and parents, who are all in relative positions of power and are likely
to hold and perpetuate dominant ideologies. Theymay stand to gain
long-term career growth (e.g., funding, publication opportunities,
etc.) or short-term benefits that stem from power dynamics, such
as retaining control or avoiding the discomfort of questioning a
non-dominant narrative. The source of the harms and benefits is the
type of ADHD research that occurs within academic institutions,
and that is also the site of intervention.6 Action on the systemic level
raises issues of injustice to the broader world of HCI and reifies the
experiences of researchers with ADHD on the communal level. For
their tool selection, they perform a critical and reflective literature
review as member researchers in the field in order to problematize
past work.

While this paper has a strong social justice component to begin
with, the five considerations presented here allow us to look deeper
into why these harms exist at all and who benefits from them,
to recognize the labor that has not been explicitly stated by the
authors, and to imagine alternative sites of action to take on in
future work. We offer these considerations as a starting place, not
as a full description of what it means to do social justice work in
HCI. As eluded to in the opening quote of Section 6, new tools and
ways of thinking are still needed. We hope that others in our field
will continue strategizing and developing tools and techniques that
leverage our unique domains.

5presented at CHI 2022 in a session on “Justice & Equity.”
6Sites of intervention throughout the project might have been broader but unreported

7.2 What’s Missing from our Social Justice
Conversations?

While conducting this review, we found areas of social justice work
in HCI that appeared underdeveloped. We draw attention to critical
gaps in the field that require further attention to move forward
an agenda of social justice. First, we found a set of harms that are
under-researched. Cultural harms, the destruction or imposition of
one culture over another [27], have not been fully explored in HCI
research. For example, the cultural harm that resulted from build-
ing the Dakota Access Pipeline through the Standing Rock Sioux
Tribe Indian Reservation is described by Mike Faith, the chairman
of the Standing Rock Sioux Tribe, “Every day the pipeline operates
represents a threat to our way of life and an insult to our culture and
traditions that have withstood so much.” [27]. Our field has long
recognized that computing reproduces colonial systems of power
[56, 89, 148], has built on postcolonial lenses to understand the
cultural impacts of colonialism [89], and has proposed steps for
researchers working towards decolonization [1, 2]. In our corpus,
we found that HCI researchers contending with colonialism pri-
marily focused on recognition harms rather than cultural harms.
Importantly, colonialism includes the subjugation of knowledge,
traditions, languages, and practices [20, 62, 96], and the impact of
colonialism cannot be fully understood without unpacking these
cultural harms. Anthropologist Arturo Escobar describes resistance
to cultural harms as a form of “ontological struggle” and asserts
the importance of addressing cultural harms so that we can move
towards a pluriverse, a world where many ways of being, knowing,
and relating can co-exist [60]. By naming and mapping cultural
harms, we can identify places where there are tensions between
worlds.

We also found that environmental harms resulting from human
interaction with other species and the environment are similarly
under-explored in HCI. The negative changes impacting the planet
are disproportionately due to human activity, leading to the demise
of coral reefs, uncontrolled fires, depletion of animal and plant habi-
tats, and more [164, 192]. While environmental harms are inevitably
wrapped up in other forms of harm like increased illness, psycho-
logical and emotional distress, and financial and economic burden
that constitute important issues of environmental justice, attending
to environmental harms specifically allows us to go beyond the
human impacts of climate change to understand the damage to the
natural world as harmful in itself. Decentering humans is a cru-
cial step to understanding and contending with the Anthropocene
[67, 68, 118, 166], an unofficial name for the current geological era
in which human activity plays a significant role in shaping Earth’s
climate and ecosystems [28, 116]. By naming and mapping envi-
ronmental harms, we, as a field, can more effectively advocate for
non-human species and ecosystems. To do this work might require
perspectives outside HCI, including fields such as environmental
sciences, geography, biology, animal studies and more.

Second, the role that intersectionality plays in shaping experi-
ences of harms and benefits has been understudied. Although we
did see an increase following calls to attend to intersectionality
in HCI [43, 155, 163, 199], few papers engaged with how complex,
overlapping identities uniquely contribute to the harms that people
experience. The small number of intersectional papers in our corpus
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could be a result of the standard tools we use as a field. Normative
views are often baked into our research design and the tools we use
[32, 40, 92]. For instance, single-axis identities are easier to model
and generalize since statistical models become more complex when
multiple identities are involved. In many studies, those who do
not neatly fit into single-axis identities are excluded (this has been
voiced by AI ethics scholars [16, 146, 185] as well as accessibility
researchers who have observed that less than 1% of articles discuss
participants withmultiple disabilities [125]). This exclusion perpetu-
ates inequities and does not recognize the wholeness of participants.
In contrast, injustice is brought about by complex interactions be-
tween multiple factors of identify as well as sociopolitical contexts.
Committing to recognizing and studying intersectional identities
may require alternative models and strategies for analysis. Further,
it may require new recruitment strategies and bringing together
intersectional research teams.

Third, we find that the bulk of our attention as a field has been fo-
cused on approaching justice at the communal and systemic levels,
while there are fewer interventions at the individual level. This may
be because researchers are not necessarily identifying individual
beliefs as sources of harm (see Section 4) or because researchers are
not reporting individual-level work in their writing. Researchers in
our corpus located harms within sociotechnical systems, processes
of design and research, and larger social and political structures
of oppression but did not explicitly discuss individual beliefs as a
source of harm. While systems of oppression undoubtedly influ-
ence individual beliefs, individual beliefs and actions also make up
systems of oppression and serve as a unique site of intervention.
Furthermore, there may be fewer interventions at the individual
level because the field of technology and design research may be
less oriented toward shifting personal beliefs and behaviors, instead
grouping individuals as “users,” rather than focusing on complex
individual experiences. For example, To and colleagues find that
they need to rely on psychology literature when exploring the role
that ICTs can play in helping BIPOC individuals cope with racist
micro-aggressions [181]. By relying on other fields, such as psy-
chology and education, HCI can more effectively build awareness
and support reflection and education processes that change how
people think about themselves and each other.

Fourth, we see that HCI research currently does not account for
these benefits’ role in the continuation of social injustice. Injustice
(and the harms and oppression that come with it) exist because
people within systems of power stand to benefit from it. Without
considering who benefits and how they benefit, we risk placing
the burden of change on those who are already burdened. We echo
previous calls to “study up” [139] – to study institutions, admin-
istrations, and networks that “create the preconditions necessary
for specific marginalized and peripheral subcultures to emerge in
the first place” [6]. Anthropologists have documented structural
barriers to such work, such as gaining access to elite and powerful
institutions [139]. In our work, we also faced challenges identifying
who benefits and how due to the dearth of language to understand
benefits. While Canning and Tombs provide a provisional typology
of harm, we found no such typology for benefits [27]. A deeper
understanding of the kinds of benefits that powerful groups reap
due to systems of power and oppression can shed light on how and
why these systems continue.

7.3 Recognition for Social Justice Work
Researchers in our corpus moved the needle on social justice is-
sues despite operating within unjust systems themselves. As we
saw in Section 6, common challenges like negotiating membership
(mis)alignment, engaging value tensions with participants, and nav-
igating academic institutions are all forms of invisible labor which
are not necessarily rewarded by traditional HCI career progressions
[113]. This messiness, however, is the day-to-day work of enacting
justice. For HCI researchers pursuing social justice work, social
justice is not only a research outcome, but can also be a part of their
process—much of which goes unseen and unreported. Our field
must evolve to make social justice-oriented work sustainable for
the researchers who do it. Inspired by Leal and colleagues, we share
these tensions “as an act of care - an act of critique because we care
and because we want to initiate the change from within” [113]. While
we do not have the solutions to these critiques, we are hopeful that
we can work together to make this research sustainable.

We identified a few opportunities for our research institutions
to better support social justice work. First, we hope that HCI can
measure research impact not only by the work’s contribution to
the field, but also its impact on the communities of focus. Reporting
direct benefits is not a standard practice inHCI research (as evidence
by the dearth of papers reporting on this), but has the potential to
provoke conversation about the myriad of ways we can support our
community partners. By expanding our field’s ideas around research
impact and contribution to include direct impact on community
members, we can create more spaces for these conversations.

Second, the fast-paced world of technology development does
not fit research involving complex, multidimensional social issues.
Building equitable research relationships is thorny requiring reflex-
ivity and thoughtfulness. In 2016, Dombrowski et al. recommended
the field adopt a commitment to reflexivity and conflict, encourag-
ing designers and researchers to grapple with tensions that arise
during the research process [54]. Patricia Hill Collins argues that
this work is especially challenging because although most individ-
uals have no problem in recognizing their own victimization, “they
typically fail to see how their thoughts and actions uphold someone
else’s subordination” [36]. In our corpus, we found that Hope and
colleagues undertook personal reflexive work [117] when they ran
into complexity due to not being members of the community they
were studying [86]. Their reflexivity allowed them to confront the
systems of power that they themselves were part of. These mo-
ments of reflexivity, where researchers grapple with conflict, power
dynamics, bias, and more, make up the everyday micro-moments
where justice is negotiated and enacted. Ultimately, committing to
slow, reflexive, and complex work may result in publishing nothing
at all. Not all work is appropriate to report on or pursue because
it creates more possibility for harm [9]7. We hope to see recogni-
tion of this labor and the development of incentive structures that
reward enacting and sharing messy and conflict-ridden processes.

Issues of recognition and reward structures are compounded
for researchers from historically marginalized groups. These re-
searchers are more likely to do social justice-oriented work, advo-
cacy, and partake in additional emotional labor [94, 150], all while

7Likewise, the Feminist Data Manifest-No reminds us that refusal is a powerful com-
mitment [32]
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also facing institutional barriers and epistemic violence [52, 65, 95,
202]. Epistemic violence occurs when contributions made by these
marginalized members of the community are silenced, undervalued,
erased, and disregarded [202]. Epistemic violence and long-term
barriers to access have left historically marginalized voices out of
our field and its history. For example, Harrington et al. “call out the
lack of attention and blatant disregard for Black women’s contribu-
tions to the design canon,” specifically around design speculation
and futuring [82]. Work remains to be done in taking down the
walls of the ivory tower so that we can retain and uplift historically
marginalized voices [52]. More work still remains in untangling the
damage done by a written history and praxis of HCI (and academia
more broadly) that has left out, denied access to, and disregarded
the labor and worth of historically marginalized thinkers [130, 155].

Doing justice-related work as a researcher with a historically
marginalized identity is further complicated by fluctuating insti-
tutional politics. In section 3.1, we highlight that not all justice-
oriented work takes on the label by explicitly discussing social
justice. Identifying oneself as a social justice researcher comes with
its own risk (as evidenced by recent events [76, 83, 93, 107, 133]).
This risk impacts who can safely claim justice work in academic
writing. Hence, efforts towards social justice is likely to continue
under the radar. At the same time, there is something beautiful
about our collective efforts happening both under the radar and
out in the open.

A commitment to slow work is necessary for social justice con-
texts, but our inflexible systems of career progress punish researchers
who engage in slow, caring work, and the labor it takes to carry
it out is often invisible to traditional academic research structures.
Without making meaningful changes to our research institutions,
we all but guarantee that the technologies we build will perpetuate
the harmful systems they are built under [13].

7.4 Beyond Responding to Injustice
As our field continues this work, we want to ask what it looks
like for HCI work to explicitly pursue justice instead of respond-
ing to injustice. We found that much of our corpus focused on a
damage-centered view of justice [183], and most papers centered
their investigations of justice around the harm people experienced.
But what do just worlds look like that go beyond responding to
harm? How can we be proactive about building those just worlds?

One way to start answering these questions is by listening to
historically marginalized communities and privileging their needs
and desires. We must continuously ask people who they are and
what they dream of, moving beyond aspects of identity towards
humanizing communities and developing a real, whole understand-
ing of what it looks like for those communities to self-actualize
[183]. The frameworks we highlight in Section 6 offer one tool to
center the voices and visions of historically marginalized popu-
lations. For example, Black Afrofuturism centers the experiences
of Black Americans and provides a tool to speculate futures that
could have existed had Black existence been historically celebrated
[82]. Similarly, crip technoscience critiques medicalized or damage-
centered views of disability and instead views ‘disability’ as a part
of one’s “self-determined identity” [168]. Dreaming is an act of
resistance[150], and there are many different ways people have

envisioned better futures and articulated their dreams. Part of our
work as HCI scholars is to develop the skills and experiences needed
to hear and attend to them.

To and Smith et al. highlight that supporting BIPOC flourish-
ing also requires shifting away from design’s tradition of solv-
ing problems and moving towards actualizing desires [183]. A
growing group of scholars have already argued that the focus on
need-finding and problem-solving rests on assumptions of deficit
[136, 202] and have called for a shift towards alternative approaches,
such as asset-based design [30, 47, 102, 198] or design for human
flourishing [183]. In the social justice space, the impulse to identify
and solve problems allows researchers to react to conditions of
injustice but also ultimately reinforces deficit and damage-centered
narratives. In authoring this paper, we struggled against replicating
these views in our own approach, even as we reported on a body of
work that often took this approach to solving problems of injustice.
Moving forward, we argue that social justice work must go beyond
reacting to problems of injustice to explore, understand, and actual-
ize just futures. To and colleagues reflect that concretely, this shift
requires moving the focus of design from meeting baseline needs
to identifying and prioritizing desires; “we must seek opportunities
for self-actualization" [183]. Furthermore, moving away from need-
finding and problem-solving calls for a fundamental shift in the role
of designers from problem-solvers to “facilitators of design” that
work to understand and lend expertise in service of the communities
they work with [47]. This reframing may challenge our traditional
understanding of design; “we must realize that today’s problems
hail from yesterday’s “solutions” [183]. Exploring, understanding,
and actualizing just futures requires skills and tools to look for,
listen, and understand other ways of being in the world, especially
when those narratives oppose dominant discourses. Together, we
can design the futures we dream of.

8 CONCLUSION
The field of Human-Computer Interaction (HCI) is envisioning and
building more socially just futures, yet there is an opportunity to
think more deeply about the horizon we are working towards and
how we might take steps towards it. In this paper, we conduct a
systematic review of 124 papers explicitly pursuing social justice
between 2009 and 2022. Through this review, we present a land-
scape of social justice research in HCI, including the harms and
benefits addressed, the approaches researchers use to pursue so-
cial justice, and tools that can support thoughtful and equitable
research processes. Collectively, these key considerations serve as
a useful tool for the HCI community to think about justice-related
questions and concerns. We conclude with a reflection on steps the
HCI community can take to address gaps in existing social justice
work and move towards more just futures.
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A CORPUS AT A GLANCE
A.1 Publication Venues
The first instances of social justice-oriented papers in our corpus
originated from CHI in 2009 (See Figure 2). We see the topic begin
to gain momentum after 2016, following a foundational publication
from Dombrowski et al. introducing “social justice-oriented interac-
tion design.” Publication numbers also seem to follow larger social,
cultural, and political conditions. There is evident growth following
2020 which aligns with the Black Lives Matter protests and the
COVID-19 pandemic. Similarly, a period of growth happened in
2017 and 2018, which may relate to the #MeToo movement. When
we conducted our search, CSCW publications had not been released
yet for 2022. Overall, CHI has the most contributions (n=92) to our
corpus, followed by DIS (n=23) and CSCW (n=8). UbiCOMP has
only one contribution in our corpus [56]. It follows that the low
incidence of papers from UbiCOMP might be explained by the con-
ference’s focus on devices and technology development. However,
ubiquitous computing revolves around computing in our everyday
lives - it seems that this area should be a great fit for social justice-
oriented research. As discussed in the next sections, we saw a low
incidence of papers that engaged in technology development and
or within the domain of emerging technologies.

A.2 Contribution Types
Wobbrock and Kientz define HCI contribution types as empirical,
artifact, methodological, theoretical, dataset, survey, or opinion
[193]. We coded for these contribution types directly. The most
common research contribution type in our corpus was empirical
work (See Figure 4). Of the papers included in our corpus, 83 made
empirical contributions, 15 contributed artifacts, 13 made theoreti-
cal contributions, 11 made methodological contributions, 6 were
survey studies, 4 were opinion pieces, and 2 were dataset contri-
butions. The glaring difference between empirical contributions
and others (5x more) highlights the exploratory landscape of the
corpus, rather than oriented towards defining (theory) or actualiz-
ing (artifact, dataset). This exploration could represent either that
the topic is still emerging within the field (following the design
approach of exploring, defining, and then designing in sequence),
or that empirical work is somehow better suited to social justice at
this junction.

Figure 4: Contribution Types in Our Corpus

A.3 Domains
Half of our corpus is represented by the civic technology and social
computing domains (See Figure 5). There were considerably fewer
paper that had to do with emerging technologies such as VR (1)[72],
IoT (2) [10, 71], or AI & ML (9)[17, 115, 200]. It is surprising that
these domains are not explicitly discussing social justice concerns
given that these emerging technologies are reshaping the social
structures we live in today.

A.4 Methodologies Used
Themost employed data collection strategieswere interviews (n=53),
research through design (n=23), and workshops (n=22) (see Figure
6). Many projects employed a mix of methods (n=51). Very few
included gathering data from device usage like biometric data (n=2)
[112], logfiles (n=4)[129], or even web scraping (n=3)[108]. One
standout (though still limited) category was those who created
and ran community events (n=5) as sites for data collection and
observations (n=19). We highlight these papers for their efforts
to organize community within the research context. For example,
Rankin and Han’s game nights (further discussed in Section 6.3),
and Strohmayer et al’s collaboration in organizing a public activist
march on International Day to End Violence Against Sex Workers.
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Figure 5: Domain spaces represented in our corpus

Figure 6: Types of methods used across social justice papers
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B CORPUS

Table 4: A full collection of papers included in our corpus.

Title Authors Year Conf.
Collaborative identity decolonization as re-
claiming narrative agency: Identity work of ben-
gali communities on quora

Das, Dipto; Semaan, Bryan 2022 CHI

Addressing age-related bias in sentiment analy-
sis

Diaz, Mark; Johnson, Isaac; Lazar, Amanda;
Piper, Anne Marie; Gergle, Darren

2018 CHI

Re-shape: Amethod to teach data ethics for data
science education

Shapiro, Ben Rydal; Meng, Amanda; O’Donnell,
Cody; Lou, Charlotte; Zhao, Edwin; Dankwa,
Bianca; Hostetler, Andrew

2020 CHI

Feminist living labs as research infrastructures
for HCI: The case of a video game company

Ahmadi, Michael; Eilert, Rebecca; Weibert,
Anne; Wulf, Volker; Marsden, Nicola

2020 CHI

‘ShishuShurokkha’: A transformative justice
approach for combating child sexual abuse in
bangladesh

Sultana, Sharifa; Pritha, Sadia Tasnuva; Tasnim,
Rahnuma; Das, Anik; Akter, Rokeya; Hasan,
Shaid; Alam, S.M. Raihanul; Kabir, Muhammad
Ashad; Ahmed, Syed Ishtiaque

2022 CHI

Examining the intersections of race, religion &
community technologies: A photovoice study

O’Leary, Teresa K.; Stowell, Elizabeth; Hoffman,
Jessica A.; Paasche-Orlow, Michael; Bickmore,
Timothy; Parker, Andrea G.

2021 CHI

Crafting everyday resistance through light-
weight design

Fox, Sarah E.; Shorey, Samantha; Spektor,
Franchesca; Rosner, Daniela K.

2020 DIS

Ways of knowing when research subjects care Howard, Dorothy; Irani, Lilly 2019 CHI
Wanting to live here: Design after anthropocen-
tric functionalism

Bardzell, Jeffrey; Bardzell, Shaowen; Light, Ann 2021 CHI

Sensemaking, support, safety, retribution, trans-
formation: A restorative justice approach to un-
derstanding adolescents’ needs for addressing
online harm

Xiao, Sijia; Cheshire, Coye; Salehi, Niloufar 2022 CHI

Opening research commissioning to civic partic-
ipation: Creating A community panel to review
the social impact of HCI research proposals

G Johnson, Ian; Crivellaro, Clara 2021 CHI

“Can I not be suicidal on a sunday?”: Un-
derstanding technology-mediated pathways to
mental health support

Pendse, Sachin R; Sharma, Amit; Vashistha,
Aditya; De Choudhury, Munmun; Kumar, Neha

2021 CHI

Techniques of use: Confronting value systems
of productivity, progress, and usefulness in com-
puting and design

Lin, Cindy; Margot Lindtner, Silvia 2021 CHI

The critical catalog: Library information sys-
tems, tricksterism, and social justice

Clarke, Rachel Ivy; Schoonmaker, Sayward 2020 CHI

Transforming last-mile logistics: Opportunities
for more sustainable deliveries

Bates, Oliver; Friday, Adrian; Allen, Julian;
Cherrett, Tom; McLeod, Fraser; Bektas, Tolga;
Nguyen, ThuBa; Piecyk, Maja; Piotrowska,
Marzena; Wise, Sarah; Davies, Nigel

2018 CHI

Engaging gentrification as a social justice issue
in HCI

Corbett, Eric; Loukissas, Yanni 2019 CHI

Illegitimate civic participation: Supporting com-
munity activists on the ground

Asad, Mariam; Le Dantec, Christopher A. 2015 CSCW

Understanding AR activism: An interview study
with creators of augmented reality experiences
for social change

Silva, Rafael M. L.; Principe Cruz, Erica; Rosner,
Daniela K.; Kelly, Dayton; Monroy-Hernández,
Andrés; Liu, Fannie

2022 CHI

Others’ images: Online social media, architec-
tural improvisations, and spatial marginaliza-
tion in bangladesh

Mim, Nusrat Jahan; Ahmed, Syed Ishtiaque 2020 CHI



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Chordia, Baltaxe-Admony, and Boone, et al.

Table 4: A full collection of papers included in our corpus.

Title Authors Year Conf.
Designing trans technology: Defining chal-
lenges and envisioning community-centered so-
lutions

Haimson, Oliver L.; Gorrell, Dykee; Starks,
Denny L.; Weinger, Zu

2020 CHI

From margins to seams: Imbrication, inclusion,
and torque in the aadhaar identification project

Singh, Ranjit; Jackson, Steven J. 2017 CHI

(Re)Politicizing digital well-being: Beyond user
engagements

Docherty, Niall; Biega, Asia J. 2022 CHI

Technologies for social justice: Lessons from
sex workers on the front lines

Strohmayer, Angelika; Clamen, Jenn; Laing,
Mary

2019 CHI

Infrastructuring the imaginary: How sea-level
rise comes to matter in the san francisco bay
area

Soden, Robert; Kauffman, Nate 2019 CHI

Algorithmic mediation in group decisions: Fair-
ness perceptions of algorithmically mediated vs.
Discussion-based social division

Lee, Min Kyung; Baykal, Su 2017 CSCW

Navigating the job search as a low-resourced
job seeker

Wheeler, Earnest; Dillahunt, Tawanna R. 2018 CHI

The cost of culture: An analysis of cash app
and the financial inclusion of black american
communities

Cunningham, Jay L.; Nguyen, Sydney T.; Kientz,
Julie A.; Rosner, Daniela

2022 DIS

Going gray, failure to hire, and the ick factor:
Analyzing how older bloggers talk about ageism

Lazar, Amanda; Diaz, Mark; Brewer, Robin; Kim,
Chelsea; Piper, Anne Marie

2017 CSCW

Prioritizing flexibility and intangibles: Medical
crowdfunding for stigmatized individuals

Gonzales, Amy; Fritz, Nicole 2017 CHI

Rethinking menstrual trackers towards period-
positive ecologies

Tuli, Anupriya; Singh, Surbhi; Narula, Rikita;
Kumar, Neha; Singh, Pushpendra

2022 CHI

Puget sound off: Fostering youth civic engage-
ment through citizen journalism

Farnham, Shelly; Keyes, David; Yuki, Vicky;
Tugwell, Chris

2012 CSCW

Troubling vulnerability: Designing with LGBT
young people’s ambivalence towards hate crime
reporting

Gatehouse, Cally; Wood, Matthew; Briggs, Jo;
Pickles, James; Lawson, Shaun

2018 CHI

Digital portraits: Photo-sharing after domestic
violence

Clarke, Rachel; Wright, Peter; Balaam, Made-
line; McCarthy, John

2013 CHI

“All that you touch, you change”: Expanding
the canon of speculative design towards black
futuring

Harrington, Christina N.; Klassen, Shamika;
Rankin, Yolanda A.

2022 CHI

Culture in action: Unpacking capacities to in-
form assets-based design

Wong-Villacres, Marisol; DiSalvo, Carl; Kumar,
Neha; DiSalvo, Betsy

2020 CHI

Community historians: Scaffolding community
engagement through culture and heritage

Fox, Sarah; Le Dantec, Christopher 2014 DIS

A human-centered approach to algorithmic ser-
vices: Considerations for fair and motivating
smart community service management that al-
locates donations to non-profit organizations

Lee, Min Kyung; Kim, Ji Tae; Lizarondo, Leah 2017 CHI

Queuing for waste: Sociotechnical interactions
within a food sharing community

Berns, Katie; Rossitto, Chiara; Tholander, Jakob 2021 CHI

The politics of measurement and action Pine, Kathleen H.; Liboiron, Max 2015 CHI
The village: Infrastructuring community-based
mentoring to support adults experiencing
poverty

Dillahunt, Tawanna R; Lu, Alex Jiahong; Israni,
Aarti; Lodha, Ruchita; Brewer, Savana; Robin-
son, Tiera S; Wilson, Angela Brown; Wheeler,
Earnest

2022 CHI
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Table 4: A full collection of papers included in our corpus.

Title Authors Year Conf.
A vehicle for research: Using street sweepers
to explore the landscape of environmental com-
munity action

Aoki, Paul M.; Honicky, R. J.; Mainwaring, Alan;
Myers, Chris; Paulos, Eric; Subramanian, Sush-
mita; Woodruff, Allison

2009 CHI

The polyvocality of online COVID-19 vaccine
narratives that invoke medical racism

Diamond, Lindsay Levkoff; Batan, Hande; An-
derson, Jennings; Palen, Leysia

2022 CHI

‘Unmochon’: A tool to combat online sexual
harassment over facebook messenger

Sultana, Sharifa; Deb, Mitrasree; Bhattachar-
jee, Ananya; Hasan, Shaid; Alam, S.M.Raihanul;
Chakraborty, Trishna; Roy, Prianka; Ahmed,
Samira Fairuz; Moitra, Aparna; Amin, M Ashra-
ful; Islam, A.K.M. Najmul; Ahmed, Syed Ishti-
aque

2021 CHI

Reducing uncertainty and offering comfort: De-
signing technology for coping with interper-
sonal racism

To, Alexandra; Carey, Hillary; Kaufman, Geoff;
Hammer, Jessica

2021 CHI

DanceON: Culturally responsive creative com-
puting

Payne, William Christopher; Bergner, Yoav;
West, Mary Etta; Charp, Carlie; Shapiro, R. Ben-
jamin Benjamin; Szafir, Danielle Albers; Taylor,
Edd V.; DesPortes, Kayla

2021 CHI

Gender norms and attitudes about childcare ac-
tivities presented on father blogs

Lukoff, Kai; Moser, Carol; Schoenebeck, Sarita 2017 CHI

HCI and environmental sustainability: The pol-
itics of design and the design of politics

Dourish, Paul 2010 DIS

Social computing-driven activism in youth em-
powerment organizations: Challenges and op-
portunities

Irannejad Bisafar, Farnaz; Martinez, Lina Itzel;
Parker, Andrea G.

2018 CHI

Speculative blackness: Considering afrofutur-
ism in the creation of inclusive speculative de-
sign probes

Bray, Kirsten; Harrington, Christina 2021 DIS

Social justice-oriented interaction design: Out-
lining key design strategies and commitments

Dombrowski, Lynn; Harmon, Ellie; Fox, Sarah 2016 DIS

Inclusion at scale: Deploying a community-
driven moderation intervention on twitch

Brewer, Johanna; Romine, Morgan; Taylor, T. L. 2020 DIS

Accessibility and the crowded sidewalk: Micro-
mobility’s impact on public space

Bennett, Cynthia; Ackerman, Emily; Fan, Bon-
nie; Bigham, Jeffrey; Carrington, Patrick; Fox,
Sarah

2021 DIS

Whither humane-computer interaction? Adult
and child value conflicts in the biometric finger-
printing for food

Mudliar, Preeti 2020 CHI

Co-designing digital platforms for volunteer-
led migrant community welfare support

Seguin, Joshua Paolo; Varghese, Delvin; Anwar,
Misita; Bartindale, Tom; Olivier, Patrick

2022 DIS

AI in global health: The view from the front
lines

Ismail, Azra; Kumar, Neha 2021 CHI

Negotiating sustainable futures in communities
through participatory speculative design and
experiments in living

Chopra, Simran; Clarke, Rachel E; Clear, Adrian
K; Heitlinger, Sara; Dilaver, Ozge; Vasiliou,
Christina

2022 CHI

Hollaback! The role of storytelling online in a
social movement organization

Dimond, Jill P.; Dye, Michaelanne; Larose,
Daphne; Bruckman, Amy S.

2013 CSCW

A study of urban heat: Understanding the chal-
lenges and opportunities for addressing wicked
problems in HCI

Kuznetsov, Stacey; Tomitsch, Martin 2018 CHI

Keeper: A synchronous online conversation en-
vironment informed by in-person facilitation
practices

Hughes, Margaret A.; Roy, Deb 2021 CHI
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Table 4: A full collection of papers included in our corpus.

Title Authors Year Conf.
Designing within capitalism Wolf, Christine T.; Asad, Mariam; Dombrowski,

Lynn S.
2022 DIS

Participatory memory making: Creating post-
colonial dialogic engagements with namibian
youth

Kambunga, Asnath Paula; Winschiers-
Theophilus, Heike; Smith, Rachel Charlotte

2020 DIS

Postcolonial computing: A lens on design and
development

Irani, Lilly; Vertesi, Janet; Dourish, Paul; Philip,
Kavita; Grinter, Rebecca E.

2010 CHI

Feminist HCI: Taking stock and outlining an
agenda for design

Bardzell, Shaowen 2010 CHI

ADHD and technology research – investigated
by neurodivergent readers

Spiel, Katta; Hornecker, Eva;Williams, RuaMae;
Good, Judith

2022 CHI

Technologies and social justice outcomes in sex
work charities: Fighting stigma, saving lives

Strohmayer, Angelika; Laing, Mary; Comber,
Rob

2017 CHI

Biographies of biometric devices: The POS ma-
chine at work in india’s PDS

Mudliar, Preeti 2021 CHI

Freaky: Performing hybrid human-machine
emotion

Leahu, Lucian; Sengers, Phoebe 2014 DIS

Moving for the movement: Applying view-
points and composition techniques to the design
of online social justice campaigns

Oden Choi, Judeth; Hammer, Jessica; Royal, Jon;
Forlizzi, Jodi

2020 DIS

A qualitative exploration of perceptions of al-
gorithmic fairness

Woodruff, Allison; Fox, Sarah E.; Rousso-
Schindler, Steven; Warshaw, Jeffrey

2018 CHI

"We Come Together as One...and Hope for Sol-
idarity to Live on": On designing technologies
for activism and the commemoration of lost
lives

Strohmayer, Angelika; Meissner, Janis Lena;
Wilson, Alexander; Charlton, Sarah; McIntyre,
Laura

2020 DIS

Interactive fiction provotypes for coping with
interpersonal racism

To, Alexandra; Carey, Hillary; Shrivastava, Riya;
Hammer, Jessica; Kaufman, Geoff

2022 CHI

Training and embedding cybersecurity
guardians in older communities.

Nicholson, James; Morrison, Ben; Dixon, Matt;
Holt, Jack; Coventry, Lynne; McGlasson, Jill

2021 CHI

This changes sustainable HCI Knowles, Bran; Bates, Oliver; Håkansson, Maria 2018 CHI
Situated encounters with socially engaged art
in community-based design

Clarke, Rachel; Briggs, Jo; Light, Ann; Wright,
Pete

2016 DIS

Healing justice: A framework for collective heal-
ing and well-being from systemic traumas

Bosley, Brooke; Harrington, Christina N.; Mor-
ris, Susana M.; Le Dantec, Christopher A.

2022 DIS

Beyond the prototype: Maintenance, collective
responsibility, and public IoT

Fox, Sarah E.; Silva, Rafael M.L.; Rosner, Daniela
K.

2018 DIS

It takes more than one hand to clap: On the role
of ‘Care’ in maintaining design results.

Krüger, Max; Weibert, Anne; Leal, Debora de
Castro; Randall, Dave; Wulf, Volker

2021 CHI

Selling glossy, easy futures: A feminist explo-
ration of commercial mental-health-focused
self-care apps’ descriptions in the google play
store

Spors, Velvet; Wagner, Hanne Gesine; Flintham,
Martin; Brundell, Pat; Murphy, David

2021 CHI

Unmaking as agonism: Using participatory de-
sign with youth to surface difference in an in-
tergenerational urban context

Sabie, Samar; Jackson, Steven J.; Ju, Wendy;
Parikh, Tapan

2022 CHI

FollowBias: Supporting behavior change toward
gender equality by networked gatekeepers on
social media

Matias, J. Nathan; Szalavitz, Sarah; Zuckerman,
Ethan

2017 CSCW

Armed in ARMY: A case study of how BTS fans
successfully collaborated to #MatchAMillion for
black lives matter

Park, So Yeon; Santero, Nicole K.; Kaneshiro,
Blair; Lee, Jin Ha

2021 CHI
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Table 4: A full collection of papers included in our corpus.

Title Authors Year Conf.
"Genderfluid" or "Attack Helicopter": Responsi-
ble HCI research practice with non-binary gen-
der variation in online communities

Jaroszewski, Samantha; Lottridge, Danielle;
Haimson, Oliver L.; Quehl, Katie

2018 CHI

Getting ourselves together: Data-centered par-
ticipatory design research & epistemic burden

Pierre, Jennifer; Crooks, Roderic; Currie, Mor-
gan; Paris, Britt; Pasquetto, Irene

2021 CHI

The care work of access Bennett, Cynthia L.; Rosner, Daniela K.; Taylor,
Alex S.

2020 CHI

Mapping the margins: Navigating the ecologies
of domestic violence service provision

Bellini, Rosanna; Strohmayer, Angelika; Olivier,
Patrick; Crivellaro, Clara

2019 CHI

Cultivating care through ambiguity: Lessons
from a service learning course

Sabie, Samar; Parikh, Tapan 2019 CHI

“It’s complicated”: Negotiating accessibility and
(Mis)Representation in image descriptions of
race, gender, and disability

Bennett, Cynthia L.; Gleason, Cole; Scheuerman,
Morgan Klaus; Bigham, Jeffrey P.; Guo, Anhong;
To, Alexandra

2021 CHI

Identity work as deliberation: AAPI political
discourse in the 2016 US presidential election

Dosono, Bryan; Semaan, Bryan 2018 CHI

Facebook in venezuela: Understanding solidar-
ity economies in low-trust environments

Evans, Hayley I.; Wong-Villacres, Marisol; Cas-
tro, Daniel; Gilbert, Eric; Arriaga, Rosa I.; Dye,
Michaelanne; Bruckman, Amy

2018 CHI

A systematic review and thematic analysis of
community-collaborative approaches to com-
puting research

Cooper, Ned; Horne, Tiffanie; Hayes, Gillian R;
Heldreth, Courtney; Lahav, Michal; Holbrook,
Jess; Wilcox, Lauren

2022 CHI

Making as expression: Informing design with
people with complex communication needs
through art therapy

Lazar, Amanda; Feuston, Jessica L.; Edasis, Car-
oline; Piper, Anne Marie

2018 CHI

Trauma-informed computing: Towards Safer
Technology Experiences for All

Chen, Janet X.; McDonald, Allison; Zou, Yixin;
Tseng, Emily; Roundy, Kevin A; Tamersoy,
Acar; Schaub, Florian; Ristenpart, Thomas; Dell,
Nicola

2022 CHI

What can HCI learn from sexual consent? A
feminist process of embodied consent for inter-
actions with emerging technologies

Strengers, Yolande; Sadowski, Jathan; Li, Zhuy-
ing; Shimshak, Anna; ’Floyd’ Mueller, Florian

2021 CHI

Coding bias in the use of behavior management
technologies: Uncovering socio-technical con-
sequences of data-driven surveillance in class-
rooms

Lu, Alex Jiahong; Marcu, Gabriela; Ackerman,
Mark S.; Dillahunt, Tawanna R

2021 DIS

Food democracy in the making: Designing with
local food networks

Prost, Sebastian; Crivellaro, Clara; Haddon,
Andy; Comber, Rob

2018 CHI

Making crafting visible while rendering labor
invisible on the etsy platform

Razaq, Lubna; Kolko, Beth; Hsieh, Gary 2022 DIS

Not just a preference: Reducing biased decision-
making on dating websites

Ma, Zilin; Gajos, Krzysztof Z. 2022 CHI

Designing civic technology with trust Corbett, Eric; Le Dantec, Christopher 2021 CHI
Experiences of harm, healing, and joy among
black women and femmes on social media

Musgrave, Tyler; Cummings, Alia; Schoenebeck,
Sarita

2022 CHI

The psychological well-being of content moder-
ators: The emotional labor of commercial mod-
eration and avenues for improving support

Steiger, Miriah; Bharucha, Timir J; Venkatagiri,
Sukrit; Riedl, Martin J.; Lease, Matthew

2021 CHI

The larger picture: A designerly approach to
making the invisible domestic workloads of
working women visible

Dhaundiyal, Dhriti; Pai, Sanket; Cramer,
Mechthild; Buchmueller, Sandra; Malhotra,
Sugandh; Bath, Corinna

2021 CHI
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Table 4: A full collection of papers included in our corpus.

Title Authors Year Conf.
Biographical prototypes: Reimagining recogni-
tion and disability in design

Bennett, Cynthia L.; Peil, Burren; Rosner,
Daniela K.

2019 CHI

Resisting the medicalisation of menopause: Re-
claiming the body through design

Ciolfi Felice, Marianela; Søndergaard, Marie
Louise Juul; Balaam, Madeline

2021 CHI

HCI tactics for politics from below: Meeting the
challenges of smart cities

Whitney, Cedric Deslandes; Naval, Teresa;
Quepons, Elizabeth; Singh, Simrandeep; Rick,
Steven R; Irani, Lilly

2021 CHI

Ubicomp’s colonial impulse Dourish, Paul; Mainwaring, Scott D. 2012 CSCW
“A second voice”: Investigating opportunities
and challenges for interactive voice assistants
to support home health aides

Bartle, Vince; Lyu, Janice; El Shabazz-
Thompson, Freesoul; Oh, Yunmin; Chen,
Angela Anqi; Chang, Yu-Jan; Holstein, Kenneth;
Dell, Nicola

2022 CHI

"WeCan Learn.WhyNot?": Designing technolo-
gies to engender equity for home health aides

Tseng, Emily; Okeke, Fabian; Sterling, Madeline;
Dell, Nicola

2020 CHI

Diagnosing bias in the gender representation of
HCI research participants: How it happens and
where we are

Offenwanger, Anna;Milligan, Alan John; Chang,
Minsuk; Bullard, Julia; Yoon, Dongwook

2021 CHI

Attenuated access: Accounting for startup,
maintenance, and affective costs in resource-
constrained communities

Pei, Lucy; Crooks, Roderic 2020 CHI

“It’s like a GPS community tool”: Tactics to fos-
ter digital commons through artifact ecology

Bettega, Mela; Masu, Raul; Teli, Maurizio 2021 DIS

The hidden language of vibrators: A politico-
ontological reading

Hua, Dianya Mia; Jones, Rhys; Bardzell, Jeffrey;
Bardzell, Shaowen

2022 DIS

A feminist utopian perspective on the practice
and promise of making

Okerlund, Johanna; Wilson, David; Latulipe, Ce-
line

2021 CHI

Unpacking the complexities of community-led
violence prevention work

Erete, Sheena; Dickinson, Jessa; Gonzalez, Ale-
jandra C.; Rankin, Yolanda A.

2022 CHI

Hackathons as participatory design: Iterating
feminist utopias

Hope, Alexis; D’Ignazio, Catherine; Hoy,
Josephine; Michelson, Rebecca; Roberts,
Jennifer; Krontiris, Kate; Zuckerman, Ethan

2019 CHI

Human-computer insurrection: Notes on an an-
archist HCI

Keyes, Os; Hoy, Josephine; Drouhard, Margaret 2019 CHI

Money whispers: Informality, international pol-
itics, and immigration in transnational finance

Rohanifar, Yasaman; Chandra, Priyank; Rah-
man, M Ataur; Ahmed, Syed Ishtiaque

2021 CHI

Exploring the plurality of black women’s game-
play experiences

Rankin, Yolanda A.; Han, Na-eun 2019 CHI

“It cannot do all of my work”: Community
health worker perceptions of AI-Enabled mo-
bile health applications in rural india

Okolo, Chinasa T.; Kamath, Srujana; Dell,
Nicola; Vashistha, Aditya

2021 CHI

#Indigenous: Tracking the connective actions
of native american advocates on twitter

Vigil-Hayes, Morgan; Duarte, Marisa;
Parkhurst, Nicholet Deschine; Belding,
Elizabeth

2017 CSCW

Priorities, technology, & power: Co-designing
an inclusive transit agenda in kampala, uganda

Kirabo, Lynn; Carter, Elizabeth Jeanne; Barry,
Devon; Steinfeld, Aaron

2021 CHI

Parting the red sea: Sociotechnical systems and
lived experiences of menopause

Lazar, Amanda; Su, Norman Makoto; Bardzell,
Jeffrey; Bardzell, Shaowen

2019 CHI

(Re)Discovering the physical body online:
Strategies and challenges to approach non-
cisgender identity in social virtual reality

Freeman, Guo, Divine Maloney, Dane Acena,
and Catherine Barwulor.

2022 CHI
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Table 4: A full collection of papers included in our corpus.

Title Authors Year Conf.
Strangers at the gate: Gaining access, building
rapport, and co-constructing community-based
research

Le Dantec, Christopher A.; Fox, Sarah 2015 CSCW

On activism and academia: Reflecting together
and sharing experiences among critical friends

Leal, Debora de Castro; Strohmayer, Angelika;
Krüger, Max

2021 CHI
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